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Fluorescence from endogenous molecules and exogenous contrast agents can 

provide morphological, spectral, and lifetime contrast that indicates disease state in 

epithelial tissues. Recently, nonlinear microscopy has emerged as a potential tool for the 

early detection, case-finding, and monitoring of epithelial cancers because it permits non-

invasive, three-dimensional fluorescence imaging of subcellular features hundreds of 

microns deep. This dissertation explores the use of nonlinear microscopy for cancer 

diagnostics on two fronts: (1) we examine the fundamental limitations governing the 

maximum nonlinear imaging depth in epithelial tissues, and (2) we investigate the use of 

a new class of nonlinear contrast agent—plasmonic gold nanoparticles—for molecularly 

specific imaging of cancer cells. 

We built and optimized a nonlinear microscope for deep tissue imaging, and 

studied the image contrast as a function of imaging depth in ex-vivo human biopsies and 

tissue phantoms. With this system we demonstrated imaging down to 370 μm deep in a 
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human biopsy, which is significantly deeper than imaging depths achieved in comparable 

studies. We found that the large scattering coefficient and homogenous fluorophore 

distribution typical of epithelial tissues limit the maximum imaging depth to 3-5 mean 

free scattering lengths deep in conventional nonlinear microscopy. Beyond this imaging 

depth, the increasing contribution of out-of-focus emission limits the contrast to 

insufficient levels for diagnostic imaging. We support these observations with time-

dependent Monte Carlo simulations. 

We exploited the intense interaction of gold nanoparticles with light, enhanced by 

surface plasmon resonance effects, to create extremely bright nonlinear contrast agents. 

These contrast agents proved to be several orders of magnitude brighter than the brightest 

organic fluorophores and at least one order of magnitude brighter than quantum dots. We 

targeted gold nanoparticles to a biomarker for carcinogenesis and demonstrated 

molecularly specific imaging of cancer cells. We demonstrated that unlike emission from 

traditional bandgap fluorophores, nonlinear luminescence from gold nanoparticles was 

weakly dependent on excitation pulse length for short pulse durations. This finding 

supports the hypothesis that nonlinear excitation in plasmonic nanoparticles involves 

sequential rather than simultaneous absorption of excitation photons. The remarkable 

brightness of gold nanoparticles makes them an attractive contrast agent for nonlinear 

diagnostics. 
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Chapter 1  
Introduction 

‗Optical biopsy‘, as defined over a decade ago as ―imaging tissue microstructure 

at or near the level of histopathology without the need for tissue excision,‖ [1] remains 

one of the holy grails of the field of biomedical optics. The conventional excision biopsy 

is an invasive technique, fraught with high failure rates, patient morbidity, and cost. A 

tool to compliment, or perhaps replace, even a small fraction of the many biopsies 

performed each year has the potential to make a dramatic impact on clinical medicine. 

Shortly after the first demonstration of nonlinear microscopy by Denk, Strickler, 

and Webb in 1990[2], its utility in the three-dimensional imaging of living skin was 

realized[3]. Within the last couple of years, two-photon autofluorescence microscopy 

(2PAM) has entered the clinic, and in-vivo nonlinear images of human skin are now 

being explored for their diagnostic potential[4],[5]. Several naturally occurring 

fluorophores provide morphological contrast of the tissue microstructure of human 

skin[6],[7]. With nonlinear imaging, these fluorophores can be visualized at high 

resolution, to approximately 150 μm deep[3],[8-10]. However, the epithelium can be 

several hundreds of microns thick. After a decade of innovation in laser and detector 

technology, imaging speed, and endoscopic techniques, the limited maximum imaging 

depth of 2PAM remains as one the hurdles to its translation into a clinically relevant tool 

for optical biopsy. Though the maximum imaging depth achievable in nonlinear imaging 

has been studied in stained brain tissue[11], the extension of these results to samples with 

more scattering and a more diffuse fluorophore distribution, such as that encountered in 

2PAM of human skin, has yet to be explored. The first part of this dissertation contributes 
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to the understanding of the parameters and fundamental limitations that influence the 

maximum imaging depth in 2PAM of epithelial tissues.  

While tissue autofluorescence has the potential to provide some functional 

contrast, the addition of molecularly-targeted contrast agents allows nonlinear imaging to 

probe a wide range of important biomarkers. Furthermore, using bright contrast agents 

instead of the dim endogenous fluorophores can enable imaging in less efficient, more 

clinically relevant nonlinear endoscopes[12-15]. Towards this goal, the second part of 

this dissertation focuses on the characterization and application of a new class of 

extremely bright nonlinear probes—plasmonic contrast agents. Using gold nanoparticles, 

we demonstrate that plasmonic contrast agents can be used for high-contrast, 

molecularly-specific imaging of cancer cells at low excitation powers. 

1.1. DISSERTATION OVERVIEW 

The motivation for the project, as well as the fundamental concepts involved in 

nonlinear imaging with autofluorescence contrast and with plasmonic contrast agents are 

presented in Chapter 2. The anatomy and optical properties of epithelial tissue are also 

discussed, along with a comparison of current imaging modalities for high resolution 

non-invasive imaging of the epithelium.  

Chapter 3 presents the design of a nonlinear microscope for deep imaging in 

epithelial tissues. Particular attention is paid to the objective lens considerations and a 

detailed optimization of the collection optics is discussed. The spatial and temporal 

properties of the focal volume in our nonlinear microscope are characterized. Finally, 

some example images of cancer cell phantoms and fresh human biopsies are presented. 

Chapter 4 details the implementation of a Monte Carlo model to simulate the 

intensity distribution resulting from a focused pulse of light in turbid media. The 
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calculated intensity distribution is used to estimate the effect of background fluorescence 

on two-photon imaging contrast. 

Chapter 5 experimentally demonstrates the contrast decay resulting from 

increased background fluorescence as imaging depth is increased in phantoms and in a 

human biopsy. These results are compared to the Monte Carlo model developed in 

Chapter 4. The implications for the maximum imaging depth in conventional two-photon 

autofluorescence microscopy are also discussed. 

Chapter 6 presents a detailed study on the optical properties of multiphoton 

luminescence from gold nanospheres and gold nanorods. The multiphoton luminescence 

response to changes in excitation intensity, wavelength, polarization, and pulse duration 

are explored and the relative brightness of several different gold nanoparticle samples is 

quantified. 

Chapter 7 puts gold nanoparticles to practical use as nonlinear contrast agents. 

Gold nanorods and nanospheres are used as molecularly specific contrast agents for 

imaging cultured human cancer cells. Images of single layers of cells as well as three 

dimensional phantoms are presented. Finally, the biocompatibility of several species of 

nanoparticles is compared. 
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Chapter 2  
Background 

2.1. EPITHELIAL TISSUE AND CARCINOMA 

 In 2007, one in eight deaths worldwide was caused by cancer, making it the 

second leading cause of death after heart disease[16]. More than 85% of all cancers begin 

as precancerous lesions that are confined to the superficial region of the skin, which is 

typically only a few hundreds of microns thick[17]. It is well-known that the early 

detection of these lesions can dramatically decrease morbidity and mortality[18]. 

However, of the currently used clinical imaging modalities, none have sufficient 

resolution and sensitivity to detect tumors less than a few cubic centimeters in volume 

(~10
9
 cells)[19]. Optical technologies can easily exceed this resolution but are limited in 

imaging depth. However, given the large prevalence of cancer in superficial regions of 

the body, optical technologies have the potential to aid in case-finding and monitoring of 

carcinoma. 

The skin and its appendages make up the largest organ in the human body. The 

outermost layer, called the epithelium, can be composed of one or many layers of cells. In 

the outer layers of the body, the epithelium is most commonly stratified, and generally 

composed of four layers [Figure 2.1]. The outermost layer, the stratum corneum, consists 

of flat dead cells and can be many cell layers thick. This region of the tissue has high 

levels of keratin filaments and lipids. The stratum granulosum is a thin layer of live cells 

below the stratum corneum. Below this layer is the stratum spinosum, which synthesizes 

the keratin. Both the stratum granulosum and stratum spinosum are polygonal shaped. 

The deepest level of the epithelium is the stratum basale, which (in healthy tissue) is 

composed of a single layer of columnar or cuboidal cells which rest on the basement 
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membrane. The epithelium is constantly being renewed, as the cells from the basal layer 

differentiate outward, and dead cell layers in the stratum corneum are lost. Below this 

basement membrane is the dermis, which is composed of connective tissue, including 

high concentrations of collagen fibers.  
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The stratum spinosum and stratum basale layer are of particular interest for early 

cancer detection because carcinoma originates and is often most clearly distinguished 

from normal tissue at these layers[17],[21],[22]. As these layers are sometimes several 

 
Figure 2.1: Histology of Stratified Epithelial Tissue. 
Thin skin is generally composed of 4 different layers of cells: the stratum corneum 

(SC), stratum granolosum (SG), stratum spinosum (SS), and stratum basale (SB). The 

total thick can range from a few cell layers, to many hundreds of microns. (a) H&E 

histology of thin skin slice [20]. Multiphoton autofluorescence lateral images of (b) SC, 

(c) SG, (d) SP, and (e) SB taken from unspecified depths within 150 μm of the tissue 

surface[4]. ‗P‘ denotes a breakthrough of the dermal papillae in the field of view. Scale 

bars are 40 μm. Note that (a) and (b)-(e) are from different samples. 
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hundreds of microns below the surface, it is important for any imaging modality to be 

used in cancer management to reach at least a few hundred microns deep. 

2.2. TECHNIQUES FOR EPITHELIAL CANCER IMAGING 

The most commonly used gold standard for carcinoma evaluation is 

histopathology of a excised biopsy, usually initiated by visual inspection. This is a time-

consuming, invasive, and costly procedure. For a histology sample, the tissue is sliced so 

that the histopathologist can view the depth-resolved structure of the sample. The 

diagnosis is then based on both the microscopic and macroscopic structure of the tissue. 

Ideally, alternative techniques for monitoring cancer would then provide three-

dimensional, or at least depth-resolved imaging, as well as microscopic resolution and 

large field of views. 

There are several imaging modalities in the research phase that meet these 

requirements and none are without disadvantages. High frequency ultrasound (HFUS) 

can image ~7 mm deep in skin, but provides a maximum resolution of hundreds of 

microns. High resolution magnetic resonance imaging (MRI) can reach ~100 μm 

resolution and image the entire body. However, it suffers from being an expensive, time 

consuming technique, which, along with its poor resolution, make it impractical for 

replacing biopsy in its current state.  

Among optical technologies, confocal microscopy (CM) provides sub-μm lateral 

resolution, and ~1 μm axial resolution, and allows three-dimensional imaging down to 

tens of microns with autofluorescence contrast, and several hundreds of microns with 

scattering or exogenous fluorescence contrast[23-26]. Mauna Kea
©

 has recently begun 

selling a commercial device for clinical confocal endoscopy for epithelial tissue 

imaging[27],[28]. High resolution optical coherence tomography (OCT) provides ~10 μm 
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lateral and sub-μm axial resolution and has the additional advantages of being extremely 

fast and able to image more than 1 mm deep in epithelial tissues. OCT has found growing 

success in intravascular imaging over the last decade, and is now being applied towards 

epithelial tissue imaging (Michelson Diagnostics
©

)[5]. However, contrast in OCT is 

limited to scattering, and convincing subcellular-resolution imaging of epithelial cells has 

yet to be demonstrated[5],[29]. Photoacoustic imaging (PA) can image several 

millimeters deep in epithelial tissues but only reaches 50-100 μm resolution and is 

limited to optical absorption contrast[30],[31]. 

The focus of this dissertation is on nonlinear microscopy (NM). NM can reach 

several hundreds of microns deep in epithelial tissue and maintain resolutions less than 1 

μm laterally and ~1 μm axially. Thus this technique exceeds the resolution of each 

technique described previously with the exception of CM. In comparison to CM, NM 

offers equivalent resolution and significantly deeper imaging capabilities when relying on 

fluorescence contrast. A comparison of the 6 high resolution imaging modalities 

discussed here is summarized in Table 2.1. A detailed discussion of the achievable 

imaging depths in NM is presented in Chapter 5.  



 9 

In summary, there are several different techniques that are potential suitable to 

assist or perhaps eventually replace the need for biopsies. All have benefits and 

drawbacks and several are now being pursued commercially. Only NM has the ability to 

provide sufficient imaging depth to image the entire epithelium while imaging 

endogenous fluorescence with subcellular resolution. One major limitation of NM is the 

limited imaging depth, but at several hundred microns, this may be sufficient for some 

applications in carcinoma imaging. 

2.3. OPTICAL PROPERTIES OF EPITHELIAL TISSUES 

The optical properties of the epithelium strongly influence the resolution and 

imaging depths achievable in the optical imaging modalities discussed in the previous 

 HFUS MRI OCT PA CM NM 

Lateral 

Resolution 
200 μm 25-100 μm 5 μm 50 μm 0.5 μm 0.5 μm 

Axial 

Resolution 
200 μm 25-100 μm < 1 μm 20 μm 1.5 μm 1.5 μm 

Contrast 

Density Density Scattering Absorbance Fluorescence, 
Scattering 

Fluorescence, 
Harmonic 
Scattering 

Imaging 

Depth 

Endogenous 

Contrast 

7 mm Full body 2-3 mm 5 mm 

400 μm 
scattering 

<100 μm 
autofluorescence 

300 μm 

Imaging 

Depth with 

contrast 

agent 

7 mm Full body 2-3 mm 5 mm 400 μm 600 μm 

Table 2.1: High resolution three-dimensional imaging techniques. 
HFUS: High frequency ultrasound, MRI: Magnetic resonance imaging, OCT: Optical 

coherence tomography, PA: Photoacoustic imaging, CM: Confocal microscopy, NM: 

nonlinear microscopy. 
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section. There are generally four parameters that are used to characterize the bulk optical 

properties of biological tissues[32]. The index of refraction, n, describes the relative 

speed of light in the sample. The scattering coefficient, μs, and absorption coefficient, μa, 

describe the average number of scattering and absorption events seen by a photon per unit 

length. In this dissertation, the inverse of these parameters is more commonly used—the 

mean free scattering and absorption length, ls and la, which describe the average path 

length a photon traverses between scattering and absorbing events, respectively. Lastly, 

the scattering anisotropy, g, describes the average angle at which the scattered photon 

propagates relative to its initial direction. A g of 1 means the scattered light is entirely 

forward scattering while a g of 0 indicates the scattered light is scattered equally in all 

directions. 

For some applications, such as diffuse imaging and phototherapy, the total photon 

fluence reaching a target is most important to achieve the desired outcome, regardless of 

temporal or spatial coherence of the incident light. In these applications, photon scattered 

at a small angle might have a similar effect as the ballistic photons, and the more relevant 

scattering parameter is the transport corrected scattering length,   
           . This 

parameter describes the average length a photon travels before it is pointing in 

approximately a random direction. For tissue microscopy, however, the traditional 

scattering length,       more intimately related to imaging performance, as even photons 

scattered at a small angle will miss the micron-sized focal spot.  

Each of the four bulk tissue optical parameters are wavelength dependent and 

vary between tissue type, site, patient, and even by layer within the tissue. In epithelial 

tissue, n typically ranges from 1.34 to 1.43 at the basal layer and upper dermis, from 1.36 

to 1.43 in the intermediate epithelial layers, and from 1.45 to 1.49 in the stratum 

corneum[33-35]. Scattering in epithelial tissues is typically highly forward scattering, and 
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g values in the range of 0.8 to 0.9 are typically reported[32],[33]. Relative to g and n, the 

ls and la of epithelial tissues are a much stronger functions of wavelength, and much more 

variation in these parameters has been reported in the literature. Generally, the total mean 

free path of a visible or near-infrared photon (NIR) is dominated by scattering, and la is 

one to two orders of magnitude larger than ls. The mean free path lengths are largest in 

the NIR wavelength range, between 700 and 1400 nm. Using a g of 0.8, we can extract ls 

and la from the data measured in healthy and cancerous tissue by Salomatina et. al.[36] 

[Figure 2.2]. At 780 nm, a wavelength commonly used in NM, the epithelium has an ls 

that ranges from approximately 40~120 μm and an la of several millimeters.  
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2.4. NONLINEAR LUMINESCENCE 

In linear imaging modalities, the output signal is linearly proportional to the input 

intensity. In one photon excited fluorescence (1PEF) confocal microscopy, for instance, 

doubling the excitation intensity produces twice as much fluorescence signal. Conversely, 

the signal in nonlinear imaging modalities does not change linearly with input intensity. 

This work focuses primarily on nonlinear imaging with two-photon excited fluorescence 

(2PEF) and multiphoton-induced luminescence (MPL). In a few cases, we also present 

some nonlinear images with second harmonic generation (SHG) contrast. 1PEF, 2PEF, 

 
Figure 2.2: Absorption and scattering mean free path length in the epithelium. 
The mean free scattering length, ls is much smaller than the mean free absorption 

length, la, and peaks in the near-infrared wavelength range. Solid lines are from normal 

tissue, dashed lines are from basal cell carcinoma (calculated from Salomatina et. al. 

using a g of 0.8 [36]). 
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and SHG are described in this section. MPL is introduced here, but discussed in greater 

detail in Chapter 6. 

The processes involved 1PEF, 2PEF, and SHG are illustrated in a Jablonski 

diagram below [Figure 2.3]. In 1PEF, a high energy photon excites an electron from a 

ground state, through a bandgap, to an excited state. The excited electron undergoes 

nonradiative decay and, for bright fluorophores, stays in the excited state for timescales 

in the nanosecond range. Some percentage of excited electrons will emit a lower energy 

photon as they return to the ground state. Generally, a longer lifetime in the excited state 

results in a higher fraction of emission photons produced for each excitation photon 

absorbed. This fraction is called the quantum yield of the fluorophore.  

In 2PEF, two lower energy excitation photons ―simultaneously‖ interact with a 

ground state electron. This process can be thought of as excitation via a very short 

lifetime intermediate (―virtual‖) state. The time scale of interaction necessary for 

 
Figure 2.3: Jablonski diagram of one and two photon excited fluorescence and 

second harmonic generation. 
One photon excited fluorescence (1PEF) involves excitation of an electron from the 

ground state, s0, to an excited state, s1, from the absorbance of a high energy photon, 

and the emission of a lower energy photon. Two-photon excited fluorescence (2PEF) 

involves the excitation of an electron from the simultaneous absorption of two low 

energy photons through a virtual intermediate state (si) and the emission of a higher 

energy photons. In second harmonic generation (SHG), two photons simultaneously 

interact with a sample to produce a photon with exactly twice the energy of the 

excitation photons. 
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simultaneous absorption, referred to as the virtual lifetime, τi, can be approximated by the 

Heisenberg relationship[37]: 

 
    

 

   
 (2.1) 

where   is Planck‘s constant divided by 2π and ΔE is the energy difference between the 

excited and ground state. For a 3 eV bandgap (corresponding to the energy of a single 

photon with a wavelength of 400 nm), τi is on the order of 0.1 fs. SHG is an elastic 

process involving the simultaneous interaction of two low energy photons to produce a 

photon of exactly twice the excitation photons. Both 2PEF and SHG require two photons 

to produce luminescence, thus, both processes are quadratically dependent on excitation 

photon flux. As excitation intensity is doubled, four times as much luminescence is 

produced. 

We use a different term, MPL, to describe nonlinear luminescence originating 

from gold nanoparticles than from bandgap fluorophores because the processes involved 

are believed to be fundamentally different than in 2PEF. While fluorophores used in 

2PEF are typically excited close to twice the wavelength of their linear absorbance peaks, 

MPL in gold nanoparticles is efficiently generated at the peak linear absorbance 

wavelength. Since the intermediate state MPL is an allowed rather than forbidden energy 

level, the lifetimes of the intermediate state in MPL are many orders of magnitude longer 

than in 2PEF. MPL is believed to be a serial process involving sequential absorption of 

photons and emission from the recombination of electrons in the sp-band and holes in the 

d-band[38],[39]. Convincing evidence supporting this hypothesis is presented in Chapter 

7. MPL still exhibits a nonlinear dependence of luminescence on excitation intensity, 

though not exactly a quadratic one. Further details of MPL are discussed in Chapter 6. 
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2.5. NONLINEAR MICROSCOPY 

The quadratic dependence of luminescence on excitation intensity allows NM to 

produce three-dimensional images by focusing the excitation light to a small focal spot, 

and scanning that spot through the sample. The high intensities created at the focal spot 

confine the luminescence generation almost entirely to the focal volume. Unlike CM, in 

NM, all the luminescence can be collected to assemble a three-dimensional imaging. This 

property allows nonlinear imaging to image deeper than CM[40].  

The probabilities of nonlinear interaction are, in general, exceedingly small. The 

2PEF brightness is quantified by the two-photon action cross section, σ2PA, which is 

usually reported in Göppert-Mayer, or GM, units (1 GM = 10
-50

 cm
4
 s photons

-1
). At 

intensity levels present in bright sunlight, a bright two-photon fluorophore will undergo 

1PEF at a rate of approximately once per second, while 2PEF occurs at a rate of 

approximately once every 10 million years[41]. Thus to generate appreciable nonlinear 

signal, very high excitation intensities are needed. In addition to focusing the excitation 

light to a small focal spot, high intensities are achieved by using pulsed lasers. By 

compressing the energy of the excitation light to small time durations, extremely high 

peak intensities can be created. Typically, pulse durations of ~100 fs are used, separated 

by ~10 ns. This results in the pulsed excitation producing approximately 10
5
 more 2PEF 

than a continuous wave source at the same average power.  

2.6. SOURCES OF CONTRAST IN NONLINEAR OPTICAL IMAGING 

There are a variety of sources for fluorescence contrast in nonlinear imaging. 

Intrinsic fluorophores, such as NAD(P)H, flavins, retinol, and tryptophan can provide a 

wealth of functional information, but produce weak emission, with σ2PA values on the 

order of 10
-4

 to 10
-1

 GM[8],[42]. Still, as they are native to the tissue, they provide the 
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simplest method of functional and morphological contrast. Harmonic generation imaging 

can also provide contrast to native structures in biological tissues. SHG imaging is 

sensitive fibrillar structures, such as collagen, axons, muscle filaments, and microtubule 

assemblies[10],[43-45]. Third harmonic generation imaging, on the other hand, is 

sensitive to focal-spot sized or larger volumes which exhibit a large difference in 

refractive index compared to the surrounding medium, which commonly occurs from air 

bubbles and lipid droplets[46-48]. 

An alternative strategy to relying on endogenous contrast is to introduce contrast 

agents into the sample. Though delivery of the contrast agent to the target of interest is 

sometimes challenging, this technique has two important advantages: (1) a very bright 

probe can be used, and (2) this probe can be targeted to a ligand of interest. Many 

exogenous fluorophores used for single-photon fluorescence can also be used as two-

photon contrast agents, the brightest of which have a σ2PA on the order of 10-100 GM. 

There has been some success in engineering organic dyes specifically for large σ2PA, and 

values on the order of several hundreds of GM have been reported[49]. Quantum dots are 

increasingly being used as two-photon contrast agents because of their extremely high 

σ2PA values of up to 50,000 GM[50]. Gold nanoparticles have recently been shown to 

have relatively large σ2PA values, with rough estimates ranging from 2,000 to 30,000 

GM[51],[52]. Our measurements of gold nanoparticle brightness indicate even larger σ2PA 

values are possible, up to 10
6
 GM. Details of these calculations are discussed in detail in 

Chapter 7.  
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2.7. PLASMONIC NANOPARTICLES 

2.7.1. Surface plasmon resonance 

When metals are reduced in size to lengths that are comparable to the mean free 

path of their conduction band electrons (40-50 nm in gold[53]), they exhibit intense 

interactions with light[54]. At these size scales, the surface electrons are resonantly 

oscillated by visible and ultraviolet light. The coherent motion of these free electrons is 

called the surface plasmon resonance (SPR). Depending on the geometry, orientation, and 

material of the particle, the SPR leads to intense interactions of the particle with light 

within a range of optical frequencies.  

The interaction of light with particles can be quantified by the scattering and 

absorption cross sections, Cs, and Ca respectively. The sum of these parameters is defined 

as the extinction cross section, Ce. These values describe the area of light that interacts 

with the particle, and can be orders of magnitude smaller or larger than the geometric 

cross section of the particle. For perfectly spherical nanospheres, Mie showed[55] that 

these parameters can be calculated exactly by solving Maxwell‘s equations[56],[55],[57]: 
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Here, m is the ratio of the complex index of refraction of the particle to the real index of 

refraction of the surrounding medium, k is the wave-vector,   | | , where r is the 

radius of the particle, and    and    are the Ricatti-Bessel cylindrical functions[57]. The 

prime notation indicates differentiation with respect to the argument in parenthesis[57]. 

In general, for nonspherical particles, the cross sections must be determined numerically. 

In this work we use the discrete dipole approximation (DDA) to calculate the relevant 

cross sections of nonspherical particles[58]. In this method, a particle is simulated as an 

array of polarizable points which become dipoles in response to an electric field. These 

dipoles interact with each other and results converge to the exact analytical solution for 

an increasing density of polarizable points.  

From Eqs. (2.2)-(2.5), it is clear that by changing the geometry of the particle or 

the optical properties of the particle or the surrounding material, the spectral shape and 

magnitudes of the cross sections will also change. Thus the optical properties of metallic 

particles can be ―tuned‖ to give a desired response at a particular wavelength. At the peak 

SPR wavelength, metallic nanoparticles can have optical cross sections that are orders of 

magnitude larger than their geometric cross sections[54],[57],[59]. Peak Ca values can be 

5 orders of magnitude larger than that found in conventional absorbing dyes, and peak Cs 

can be 5 orders of magnitude larger than fluorescence from strongly fluorescing dyes[59]. 

Gold nanospheres with a diameter of 70 nm exhibit a peak SPR at 530 nm when 

suspended in water. Gold nanorods with a length of 50 nm and a width of 15 nm exhibit 

two peaks when isotropically oriented in water—one at 510 nm when the electric field is 

parallel to the short axis of the nanorod and a second at 780 nm when the electric field is 

parallel to the long axis of the gold nanorod [Figure 2.4].  
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2.7.2. Gold nanoparticles as biomedical contrast agents 

 The large Cs and Ca of metallic particles can be exploited as a bright source of 

contrast for a variety of optical imaging modalities. As contrast agents, gold nanoparticles 

in particular have a number of advantages for biomedical use: (1) their peak Cs and Ca 

values can be tuned by varying particle size, shape, or orientation, (2) the relative 

contributions of the absorption and scattering cross sections to the total extinction cross 

section can also be controlled by engineering the particle geometry (especially in the case 

of nanorod and nanoshell shapes[59]), (3) gold has been shown to have minimal 

cytotoxic effects and is believed to be relatively biocompatible[60],[61], and (4) the 

synthesis and conjugation of gold nanoparticles has been well characterized, in part due 

to their use as stains in electron microscopy over the last several decades[62-64]. 

 
Figure 2.4: Surface plasmon resonance in gold nanospheres and gold nanorods. 
The material and shape of nanoparticles determines the resonant frequencies of their 

surface electrons. Due to their radial symmetry, gold nanospheres exhibit a single SPR 

peak. Gold nanorods, on the other hand, exhibit two peaks, depending on how they are 

oriented relative to the polarization of the electric field.  
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Gold nanoparticles were first demonstrated as sensitive probes for Raman 

spectroscopy[65-67] and single molecule studies[68-70] in the 1990‘s. Later, Sokolov et 

al. demonstrated the use of gold nanospheres for scattering contrast in vital reflectance 

confocal imaging of cancer cells and tissues[71]. Since their demonstration, gold 

nanospheres, nanoshells, and nanorods have also been applied as targeted contrast agents 

for OCT (which uses large Cs for contrast) [72-74], and PAM (which uses large Ca  for 

contrast)[75-77]. There has also been important progress in using gold nanoparticles as a 

therapeutic agent. These studies typically utilize the large Ca of gold nanoparticles at NIR 

wavelengths for targeted thermal therapy[78-84].  

2.7.3.   Multiphoton luminescence from plasmonic nanoparticles 

The large σ2PA values observed in metallic particles are somewhat unexpected—

traditionally, gold particles are known for their quenching of fluorescence, rather than 

fluorescence emission[85]. The lifetime of excited electrons in metals is extremely fast, 

on the order of tens to hundreds of femtoseconds[86],[87]. Partially due to this short 

lifetime, the quantum yield of smooth metal surfaces have been measured to be extremely 

low—on the order of 10
-10

[38]. Nonetheless, weak luminescence can still be observed. 

Single-photon-induced luminescence was first reported from bulk copper and 

gold by Mooradian in 1969[88]. Later, Boyd et al. found that roughened metal surfaces 

exhibited much higher single-photon-induced luminescence efficiency than smooth 

surfaces. They also found that while MPL was not measurable in smooth gold films, 

appreciable MPL could be observed from roughened surfaces[38]. In 2000, Mohamed et 

al. found that gold nanorods offered dramatically larger quantum yield than bulk gold, 

which they dubbed, the ―lightning rod‖ effect[89]. They measured an enhancement of 

approximately 10
6
 in emission yield when using excitation light at the linear absorbance 
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peak of gold nanorods. These results support the hypothesis that the presence of an SPR 

in the sample is important to the efficient generation MPL. However, as we will 

demonstrate in Chapter 6, the σTPA of a particle is relatively weakly dependent on the 

shape of the σext—bright MPL can be observed when exciting gold nanoparticles far from 

their absorbance or scattering peaks. Thus, though SPR does seem to improve the 

efficiency of MPL, the complicated relationship between the spectral shapes of Cs and Ca 

indicates that MPL is not simply linearly related to the absorption or scattering 

enhancement from the SPR. 

Gold nanoparticles have previously been used as sources of contrast in nonlinear 

imaging of biological samples. Yelin et al. demonstrated MPL and harmonic nonlinear 

microscopy of clusters of gold nanospheres labeled to fixed cell[90]. Unlabeled gold 

nanorods were used for in vivo MPL imaging of blood vessels by Wang et al.[51]. Farrer 

et al. showed that nanosphere can be bright sources of MPL when excited far from their 

SPR peaks[91]. In this dissertation we expand work done by our group, which 

demonstrated MPL imaging of cancer cells labeled with gold nanorods[92]. Additional 

studies have also recently shown that MPL can be used for imaging nanoshells[93], 

exploring the interaction of nanoparticles with cells[94-96], and even reading optically-

encoded data[97]. 
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Chapter 3  
Design and characterization of  

nonlinear scanning microscope 

 for deep tissue imaging 

This chapter presents the design and characterization of a laser scanning nonlinear 

microscope that is optimized specifically for deep tissue autofluorescence imaging. 

Several important parameters are discussed, including a characterization of excitation 

source, the parameters related to objective lens performance, and the optimization of the 

collection optics. A detailed presentation of the control and acquisition software, the 

specific parts used, and the overall construction of the microscope can be found in the 

thesis of Benjamin Holfeld[98].  

3.1. OVERVIEW 

The excitation path consists of a pair of scanning mirrors, two relay lenses, and a 

long working distance, large field-of-view objective lens. The emission path uses non-

descanned collection, large diameter optics, high throughput filters, and a sensitive 

photomultiplier tube (PMT) to maximize visible-light sensitivity. A customized computer 

program controls and synchronizes image acquisition, mirror scanning, excitation power 

control, and sample position. The microscope is configured in an upright configuration—

the sample is placed under the objective—to enable the use of a water dipping objective 

and to facilitate future studies involving in-vivo animal studies. Imaging throughput is 

limited to 5×10
6
 pixels per second by the data acquisition card, but imaging is typically 

performed at 1×10
6
 pixels per second to match the bandwidth of our preamplifier.  
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Figure 3.1: An upright laser scanning microscope for deep nonlinear imaging. 
(a) Schematic with labeled parts. (b) Photograph of actual microscope[98]. 
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3.2. EXCITATION PATH 

3.2.1.  Excitation source 

We used a Ti:Saphire, mode locked laser oscillator (Newport, MaiTai) as our 

excitation source. This source has a repetition rate of 80 MHz, an excitation wavelength, 

λx, tunable from 710 to 880 nm, and an average power, Pex, of 0.6 to 1.1 W across the 

tuning range. We measured the full width at half maximum (FWHM) of the spectral 

bandwidth, Δλ, to be 7.5 nm. Using a time-bandwidth product of 0.44, a transform 

limited pulse with this bandwidth would have a FWHM pulse duration, FWHM

p
  of 120 fs. 

The pulse duration at the imaging plane of the objective, which is more relevant to 

imaging parameters, is discussed in Section 3.3.2. We measured the 1/e
2
 diameter of the 

excitation beam to be approximately 1.5 mm in the vertical direction and 1.2 mm in the 

horizontal direction at the output of the laser oscillator. The slightly larger divergence of 

the smaller (horizontal) axis resulted in the beam shape being relatively circular at the 

position of the objective back aperture. We used two lenses in a Galileo-configuration 

beam expander with focal lengths (f) of -30 and 75 mm for a 2.5x increase in beam size.  

Two sets of half wave plate (HWP) and polarizing beam cube are used to control 

the excitation power. We found this solution to have several advantages over the use of 

reflective neutral density filters: (1) the excitation power may be continuously adjustable 

and computer controlled, (2) the dispersion introduced into the system is constant as 

attenuation is changed, and (3) this approach avoids the issue of spatial beam offset 

associated with the introduction of a neutral density filter at non-perpendicular angles to 

the excitation beam. One HWP was adjusted by a computer controlled actuator, providing 

0.01° resolution. This resolution corresponds to a worst-case attenuation resolution of 

approximately ±0.08% at 780 nm (Newport, PR50PP, 10RP52-2). This value is 

calculated assuming the HWP angle is adjusted at the steepest rate of transmission 
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change versus angle change. The second HWP can be manually adjusted. Combined, the 

total power attenuation can be varied from less than 0.4 dB to greater than 40 dB within 

the range of λx = 760-820 nm. In some cases, additional attenuation was necessary. This 

was accomplished by inserting additional reflective neutral density filters in the 

excitation path.  

3.2.2. Laser scanning system 

Two requirements of the laser scanning system are that (1) the excitation beam is 

sufficiently expanded to fill the objective back aperture, allowing full use of the objective 

numerical aperture (NA), and (2) that the scanning mirrors are imaged to the back 

aperture, resulting in a uniform field of view at the object plane. We use a telecentric 

two-lens relay system to simultaneously meet these requirements[99],[100] [Figure 3.2]. 

The scanning mirrors are sufficiently close together that both can be approximately 

simultaneously imaged to the back aperture. We use an f = 50 mm scan lens and an f = 

250 mm tube lens. The measured 1/e
2
 diameter of the excitation beam at the back 

aperture was 12 mm.  
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3.2.3. Objective lens 

The objective lens selection is crucial for deep imaging. A working distance of at 

least 500 μm is obviously necessary for deep imaging. Using an objective lens with an 

 
Figure 3.2: Schematic of laser scanning system. 
The excitation beam is steered in two dimensions by two scanning mirrors. The scan 

and tube lens simultaneously image the scanning mirrors to the objective back aperture 

and expand the beam to fill the objective back aperture (conjugate imaging planes) 

Drawing not to scale.  
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immersion medium close in refractive index to the sample minimizes specimen induced 

spherical aberrations, which helps maintain high intensities necessary for 2PEF[101-103]. 

The index of refraction of the oil, glycerol, and water used in common immersion 

objectives are 1.53 (Zeiss Immersol), 1.47, and 1.33, respectively. Though the refractive 

index of the stratum corneum is 1.45~1.5 it generally decreases to 1.36~1.43 closer to the 

dermis[34],[35]. The tissue phantoms used in this dissertation are composed of greater 

than 90% water, and are assumed to have a refractive index very close to 1.33. For these 

applications, we chose a water immersion objective. Ideally, an objective with a 

correction collar should be used to accommodate samples with n ≠ 1.33.  

Resolution 

To create the high intensities necessary for efficient two-photon excitation and the 

enable high resolution imaging, the objective must have a high numerical aperture (NA). 

In two-photon microscope the figure of merit for quantifying resolution is the emission 

spot size, which, because of quadratic dependence of emission on excitation intensity, is 

typically determined by excitation intensity squared point spread function (IPSF
2
). 

Because the IPSF
2
 is approximately a cylindrically symmetrical ellipsoid, it can be 

succinctly described by quantifying the extent of emission along short and long axes of 

the ellipsoid. Experimentally, a Gaussian function is usually fitted to the lateral and axial 

profiles obtained from measuring the spot size of a sub-diffraction sized object. For an 

NA of greater than 0.7, the full width at half max in the lateral (rFWHM) and axial 

directions (zFWHM) for a diffraction limited system are given by[42]: 
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Field of View 

The objective lens field of view (FOV) is an often overlooked but important 

specification that influences collection efficiency[104]. The FOV describes the maximum 

lateral distance from the optical axis a small source at the focal plane can be while being 

imaged by the objective lens. Since the transmission of light from a point source 

gradually decreases as the point source is moved off axis, the definition is somewhat 

arbitrary. In the definition used here, the FOV  is defined by the radius at which 1/e of the 

maximum value of a point source is transmitted, rf. Thus, in order to collect as much 

scattered emission light as possible, which will appear to originate from large distances 

from the optical axis, it is important to maximize rf.  

In practice, the rf  of an objective is not usually specified by the manufacturer, as 

it is the field of view of the integrated system (  
   

) that is important for most 

microscopes. The   
   

 is usually limited by the 25 mm diameter tube lens rather than the 

objectives themselves. However, in nonlinear microscopy with non-descanned detection, 

the emission is collected as close as possible to the back aperture and rf is important. In 

general there is an inverse relation between the magnification, M, of a lens and rf. 

Intuitively, this can be inferred by looking at Figure 3.2—the distance Δr in the object 

plane is related to   ́ in the primary imaging plane by:      ́  . Therefore, in 

choosing an objective for deep imaging, it is important to choose an objective with a low 

magnification, and ideally, for one to measure the FOV. 
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Olympus XLUMPFL Objective 

We chose to use the Olympus 20x/0.95 water dipping objective lens (XLUMPFL) 

for our system. In the absence of aberrations, this lens would provide an rFWHM and zFWHM 

of 305 nm and 1.2 μm, respectively, at λx = 760 nm. The rf of a prototype of this 

particular objective was measured to be especially large in comparison to others, with rf = 

1.3 mm[104]. In comparison to a 63x/0.90 objective lens, this objective collected 

approximately ten times more emission signal at large imaging depths[104]. Though the 

exact layout of the objective is a trade secret, we show a prescription for an objective 

with the same specifications from an Olympus patent[105]. We implemented the patent 

prescription in Zemax-EE (2009 Version), and found the specifications of our objective 

are met [Figure 3.3]. However, this layout should serve only as a qualitative picture of the 

objective.  
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3.3. FOCAL VOLUME CHARACTERIZATION 

3.3.1. Spatial intensity distribution 

We characterized the spatial intensity distribution of 760 nm excitation light at the 

focal volume by measuring the IPSF
2
 of our system with 100 nm diameter fluorescent 

beads embedded in agar. A representative IPSF
2
 measurement is shown in Figure 3.4 (a). 

We found lateral and axial FWHMs of rFWHM = 460±60 nm and zFWHM = 1,760±130 nm 

(mean ± standard deviation), respectively, by fitting Gaussian functions to the profiles 

drawn through the centroids of 20 beads. These values are approximately 50% larger than 

 
Figure 3.3: Layout of Olympus Objective. 
(a) The layout from the prescription in the Olympus patent[105], modeled in Zemax. (b) 

The patent prescription indicates that the magnification, M is 20x, the NA is 0.94, the 

focal length, f, is 9 mm, and the working distance, WD, is 2 mm, identical to the 

objective lens we use. 
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theoretical values expected with a diffraction-limited spot from a 0.95 NA water dipping 

objective[42], and closer to what would be expected from diffraction-limited focusing 

from a NA of 0.75. The difference between measured and diffraction-limited IPSF
2
 is too 

large to be accounted for by our slight underfilling of the back aperture[106],[107], and is 

likely due to lens aberrations at NIR wavelengths. Similarly large point spread functions 

have been previously reported from this objective[104],[108],[109]. We found that the 

PSF was independent of imaging depth through the full working distance of the lens (2 

mm) in a transparent sample of 100 nm fluorescent beads embedded in an agar gel. This 

result indicates that specimen-induced aberrations negligibly affect the shape of the 

intensity distribution in the perifocal volume in agar phantoms, which is consistent with 

other studies[110],[111].  
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Figure 3.4: Spatial and Temporal Characterization of the Focal Spot. 
(a) A representative lateral (r) and axial (z) IPSF

2
 from a 100 nm fluorescent bead. We 

measured average lateral and axial FWHMs of 460 nm and 1760 nm, respectively. The 

inset shows the two-photon image of a typical bead in the rz-plane. (b-c) 

Autocorrelation measurements with a 1‖ singlet lens and with a 20x/0.95 objective lens 

indicated duration FWHMs of 185 ± 10 fs and 270 ± 10 fs, respectively. The moving 

average was performed over 5 fs of distance. Double-headed arrows in each plot 

indicate where the FWHM was measured. Fluorescent signal (Fl) is normalized to 1 at 

the center of the bead in (a), and at 1.5 ps in (b-c). 
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3.3.2. Temporal characterization 

We characterized the temporal intensity distribution at the object plane of the 

microscope by incorporating a Michelson interferometer with a variable delay arm in the 

excitation path and measuring the autocorrelation function of the focused excitation beam 

within a sample[112],[113]. We used 25 μM fluorescein in a pH 12 buffer as the sample. 

We measured the autocorrelation function to estimate the pulse duration at the imaging 

plane using the 0.95/20x Olympus objective lens. We also measured the autocorrelation 

where the objective lens was replaced with a 1‖ diameter singlet lens with a 1‖ focal 

length [Figure 3.4 (b) and (c)]. These two measurements allow us to estimate the GDD of 

the objective lens (ϕo). We recorded the FWHM of a Gaussian fit, FWHM

AC
 , to the moving 

average of our interferometric autocorrelation function over 5 measurements in each 

configuration. Furthermore, we assumed the original pulse shape is a Gaussian, which 

dictates that the time-bandwidth product, cB, is 0.44. The FWHM of the original pulse 

shape, FWHM

p , is then related to the autocorrelation trace by:  

 .59.0 FWHM

AC

FWHM

p
 

 

(3.3) 

We calculated the pulse duration at the sample plane to be FWHM

sp,  185 ± 8 fs with the 

singlet lens and FWHM

op, 270 ± 10 fs with the objective lens from our autocorrelation 

traces.  

To calculate the GDD of the Olympus objective using these two measurements, 

we use the equation relating the output pulse duration, Δtout, to the input pulse duration, 

Δtin, for a given GDD, ϕ2, and frequency bandwidth, Δv.[114],[115]:  
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Note that this equation neglects the contribution from third and higher order dispersion. 

Solving for ϕ2 and substituting the GDD of the system leading up to the focusing lens, 

ϕsys, and either ϕs for ϕo the two measurements, we have: 
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Subtracting Eq. (3.6) from Eq. (3.5) and solving for ϕo:  
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Using the measured spectral bandwidth of 7.5 nm FWHM, our Δv is 3.7×10
14 

Hz at 760 

nm. Assuming a modest ϕs of 250 fs
2
 from the 1‖ singlet lens[113], we calculate the GDD 

of our objective to be ϕo ≈ 4,300 fs
2
 at 760 nm. This value is significantly larger than 

reports of other similar-NA objectives[113], but not unexpected, given the long physical 

length of this lens (75 mm long). For reference, the GDD of a 75 mm block of BK7 glass, 

which has a group velocity dispersion of 50 fs
2
/mm at 760 nm, would be 3,750 fs

2
. 

3.4. COLLECTION PATH 

Conventional nonlinear collection optical designs use a low f/# lens to image the 

objective back aperture to the detector surface[99]. This approach maximizes emission 

collection provided the emission is uniform in intensity at the back aperture and the f/# of 

the collection lens fills the acceptance angle of the detector. However, neither of these 
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assumptions are appropriate in deep tissue imaging. For an infinity-corrected objective 

lens, ballistic emission photons will retrace the path of the ballistic excitation light and 

come out of the objective back aperture relatively collimated. There may be some 

deviation between the two paths because many objective lenses are not corrected for 

chromatic aberrations above ~700 nm, and so the focal planes of λx and λm can be slightly 

different. But more importantly, the majority of emission light is scattered, even for 

shallow imaging depths. For instance, imaging one mean free excitation path length deep 

in epithelial tissue, the scattering length of emission light is typically on the order of half 

that at the excitation wavelength (i.e. ls = 46 μm at λx = 760 nm and ls = 27 at λm = 500 

nm[36]). Using Beer‘s Law, one can see that when imaging just 50 μm deep in these 

conditions, less than 20% of the light emitted within the objective acceptance solid angle 

will exit the tissue unscattered. Imaging 200 μm deep, this fraction drops to less than 

0.06%. This underlies the importance of non-descanned detection in deep nonlinear 

imaging. 

The design of a collection system in our system is further complicated by the fact 

that our detector (Hamamatsu H7422-40), which is commonly used because of its high 

sensitivity, has a long tunnel surrounding the cathode which prevents high-angle photons 

from being detected. Accordingly, we employed a computation model to maximize the 

percentage of emission photons collected in our setup as collection lens parameters are 

varied.  

We optimized the collection optics for maximum emission collection for photons 

from the diffusive regime using Zemax, similar to a previous approach[116]. We 

launched the photons with Gaussian spatial and angular distribution with 1/e
2
 radii of 

4.25 mm and 11.4°, respectively. This distribution was found from propagating diffuse 

emission photons through the objective shown in Figure 3.3. Another approach would be 
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to model the objective as a single 9 mm focal length lens. The collection lens focal 

lengths and distances were varied using Zemax optimization with a non-sequential 

incoherent intensity detector data function as the dominant source to the merit function. 

Due to the size of the dichroic filter holder, the first collection lens was restricted to be 

greater than 30 mm away from the center of the dichroic mirror. The PMT housing also 

limits the final collection lens to be greater than 12 mm from the edge of the cathode 

tunnel. Simulations were typically optimized with 10,000 analysis rays and converged in 

12-36 hours. The Zemax Hammer optimization was also used to prevent settling on local 

maxima.  

Examining the conventional approach of imaging the back aperture to the PMT 

cathode, we observe a collection efficiency of 23% [Figure 3.5 (a)]. Note that the PMT 

cathode tunnel drastically limits the angle of acceptance. Varying the lens and cathode 

positions, we found a maximum collection efficiency of 29% by moving the lens and 

cathode closer to the back aperture [Figure 3.5 (b)]. Note that now that the system is not 

imaging the back aperture to the cathode—a point source at the back aperture does not 

map to a point source at the cathode. Introducing a second, 2‖ diameter lens, and varying 

the focal lengths and positions of both of the collections lenses and the cathode, we found 

a maximum collection efficiency of 34% [Figure 3.5 (c)]. This was the configuration 

implemented in our system. Finally, we examined the case of using a PMT with a larger 

acceptance angle, which has recently become available commercially (Hamamatsu 

H7422-40MOD). Without the small cathode tunnel, collection is greatly improved. In a 

two lens system, we find a maximum collection efficiency of 65% [Figure 3.5 (d)]. 

Slightly greater efficiency can be achieved by using 2‖ diameter emission filters, and 

reducing the length of the housing for the final 1‖ diameter focusing lens. We found no 

significant advantage in using a 3 lens system, even with addition of a diverging lens. 



 37 

However, in the case where it is desirable to move the PMT far away from the objective 

back aperture (i.e. for including multiple detection channels), additional lenses might 

further improve collection efficiency. 

3.5. EXAMPLE IMAGES 

3.5.1. Phantoms 

The low magnification of the Olympus lens allows us to image at a very large 

FOV while maintaining advantages in collection efficiency and small spot size from the 

large NA. Figure 3.6 (a) shows an image approximately 30 μm below the surface of a 

phantom created with autofluorescence from A431 cancer cells embedded in a collagen 

 
Figure 3.5: Optimization of collection optics. 
(a) Conventional imaging approach results in a collection efficiency (CE) of 23%. (b) 

Optimizing with one lens, the CE is increased to 29%. (c) With two collection lenses, 

the CE can be increased to 34%. (d) With the new modified PMT available from 

Hamamatsu, the CE can be increased to greater than 65%. Left column is ray tracing for 

a point source at different angles. Middle column shows ray tracing of 15 analysis rays 

with random initial position and angle. Right column shows the intensity distribution at 

the cathode from the 10
6
 random rays. Line traces which end before the cathode 

indicate emission photons that are not collected 
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matrix. A field of view of 600 μm could be achieved with relatively uniform excitation. 

Figure 3.6 (b) and (c) show examples of high magnification multiphoton luminescence 

images of gold nanorod labeled A431 cancer cells. Three dimensional images can be 

acquired with high resolution. 

3.5.2. Three dimensional rendering of healthy tissue biopsies 

Figure 3.7 shows a three dimensional rendering of a nonlinear autofluorescence 

image stack from a fresh ex-vivo human biopsy of normal tongue tissue (using 

ImageSurfer software). The different layers constituting the stratified epithelium are 

clearly visible, and individual cells can be resolved. SHG provides contrast between the 

epithelium and the collagen-rich epidermis.  

 
Figure 3.6: Large field of view imaging of unlabeled cancer cells and high 

magnification view of gold nanorod labeled cells. 
(a) The low magnification of the objective lens allowed to image very large field of 

views. This image of unlabeled A431 cancer cells demonstrates autofluorescence 

imaging at 600 μm field of view. Scale bar is 100 μm. (b-c) High magnification 

multiphoton luminescence image of A468 cancer cells labeled with EGFR-targeted, 

PEGylated gold nanorods. Scale bars are 20 μm. (b) Image at when the focal plane is 

set to the middle of the cells. (c) Image with the focal plane moved up 5 μm relative to 

(b). There is little common signal between the two, indicating good axial resolution and 

corresponding out-of-focus signal rejection. As expected, the gold nanorods form a 

shell around the cell membranes. 
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3.5.3. Comparison of normal and cancerous biopsy 

We imaged a pair of normal and abnormal biopsies to compare the morphological 

structure of each [Figure 3.8]. The normal biopsy exhibited well differentiated and 

organized cells that are typical of stratified epithelium. The abnormal biopsy, which was 

later diagnosed as squamous cell carcinoma, appeared highly irregular and poorly 

differentiated. These morphological differences are typical of healthy and cancerous 

tissue[21],[118]. These images provide an idea of capabilities of two-photon 

autofluorescence imaging as a tool for noninvasive optical biopsy. 

 
Figure 3.7: Autofluorescence and second harmonic generation imaging in an ex-

vivo human biopsy. 
A three dimensional rendering of a stack of 250 images acquired over a depth of 250 

μm allows different layers of the epithelium to be visualized. Red channel is 

autofluorescence and green channel is second harmonic generation. (a) the stratum 

corneum is clearly visible on the outer layer of the biopsy. (b) Several layers can be 

viewed simultaneously when the upper layers of the rendering are removed. The 

stratum spinosum and stratum basale are clearly visible. A dermal papillae 

breakthrough can be seen, marked by strong SHG signal. (c) Deeper still, one can begin 

to see the collagen structure of the upper dermis in the SHG channel. Note some planes 

are missing due to PMT saturation. Field of view is 200 x 200 x 240 μm
3
. Rendering is 

achieved with ImageSurfer[117]. 
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Figure 3.8: Two-photon autofluorescence images of normal and cancerous 

biopsy. 
A comparison of two-photon images obtained from a normal biopsy (a) and 

contralateral abnormal biopsy (b) shows significant differences in tissue structure. The 

normal biopsy cells are well-differentiated and organized compared to the cells in the 

abnormal cells. Field of view is 200 x 200 μm
2
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Chapter 4  
A Monte Carlo model for  

out-of-focus fluorescence generation 

 in two-photon microscopy 

4.1. INTRODUCTION 

One of the major advantages of two-photon imaging is that the quadratic 

dependence of emission signal on excitation fluence results in nearly all the signal being 

generated within the perifocal volume of a tightly focused beam. This three dimensional 

confinement allows for intrinsic three-dimensional sectioning and high contrast imaging, 

provided that: (1) the volume of the feature of interest, Vs, is large relative to the 

excitation focal spot, and (2) that the fluorophore concentration in the feature of interest 

is large compared to that in the bulk sample [Figure 4.1 (a)]. When imaging sub-

diffraction sized objects, or if the beam spot size is degraded (typically enlarged) by 

aberrations, Vs is small compared to the focal volume, and the contrast suffers [Figure 4.1 

(b)]. Likewise, the contrast decreases if the excitation beam is focused deep within an 

attenuating sample, wherein appreciable fluorescence can be generated outside of the 

perifocal volume [Figure 4.1 (c)].  
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The ratio of collected signal fluorescence (Fs) to background fluorescence (Fb) 

decays with increasing imaging depth in an attenuating medium. In cylindrically 

symmetric tissues, with a distance from the optical axis, r, and an axial distance from the 

tissue surface, z, this ratio can be described as: 
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where the signal volume, Vs, is the volume of the feature of interest, the background 

volume, Vb, is the volume within the sample but outside of the signal volume, ϕ is the 

collection efficiency, C is the fluorophore concentration, and I  is the excitation intensity.  

In this chapter, we use a Monte Carlo simulation to calculate the R value, which 

we define as the ratio of collected fluorescence from the signal volume to background 

volume, for a homogenously labeled sample (C(r,z,t) = C0): 

 
Figure 4.1: Qualitative illustration of signal and background two-photon excited 

fluorescence. 
(a) Focusing in a transparent medium with large signal volume, Vs. If Vs is large 

compared to the excitation volume, VIPSF2, there is high contrast between the feature in 

the volume of interest compared to the background. (b) Focusing in a transparent 

medium with a small signal volume gives low contrast because significant perifocal 

fluorescence is generated outside the signal volume. (c) Focusing deep in a turbid 

medium gives low contrast even with a large signal volume because background 

fluorescence is generated near the sample surface. Solid red line is 1/e
2
 radius, w(z), of 

a focused Gaussian beam. Green color represents generated fluorescence. Solid black 

circles indicate Vs. 
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The effect of the fluorophore distribution and a quantitative description of two-photon 

imaging contrast are described in the next chapter. 

4.2. MONTE CARLO VS. ANALYTICAL APPROACH 

Both the Monte Carlo and Analytical approach to modeling the intensity 

distribution have advantages and disadvantages. Here we discuss the merits of each 

approach, and describe why we choose to use a Monte Carlo model.  

Previous studies characterizing the IPSF
2
 in turbid media have demonstrated that 

the focal spot size is constant as imaging depth is increased to at least 2 to 5 times the 

scattering mean free path of the sample[110],[111]. Imaging of the IPSF
2
 beyond this 

depth has not been performed due to limited excitation power and objective working 

distance. Though there is some debate over these results, our experiments are consistent 

with this finding [Section 5.3.2]. We are not aware of any experimental reports of an 

increase in focal spot size when imaging in a refractive-index-matched sample, but it 

should be mentioned that a recent theoretical investigation has predicted an increase in 

focal spot size for deep imaging in a turbid medium[119]. A constant spot size for 

increasing imaging depth implies negligible contribution from scattered light, i.e, that the 

perifocal fluence is dominated by the unscattered, ballistic light. Assuming the 

fluorescence in the perifocal volume is caused purely by ballistic photons, the observed 

IPSF
2
 distribution can be predicted using analytical approximations[11],[120],[121]. 

Conventional Monte Carlo simulations, on the other hand, can recreate the experimental 

IPSF
2
, but focusing must be arbitrarily constructed to match experimental results. 
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The background fluorescence for deep nonlinear imaging is predominately 

generated close to the tissue surface and extends through a few scattering lengths into the 

sample[11],[122-124]. In this regime, diffraction can be neglected and the photon flux 

can be accurately described by the time-dependent radiative transport equation. Exact 

analytical solutions to this equation are extremely complex and do not provide relevant 

utility[125]. Approximate analytical expressions have been derived to determine fluences 

in this regime, but the results are inaccurate for large angle scattering and focusing, 

neglect any backwards propagating component, and are more applicable at more than two 

scattering lengths deep[11],[125]. Monte Carlo simulations, on the other hand, provide an 

exact solution to the time-dependent radiative transport equation. In fact, analytical 

approximations are generally validated against Monte Carlo methods[125]. 

To summarize, a Monte Carlo approach has the advantage of accurately 

simulating the superficial fluorescence and the disadvantage of simulating the perifocal 

volume fluorescence only after arbitrarily aiming ballistic photons to match experimental 

conditions. Consequently, changes in the IPSF
2
 predicted from Monte Carlo models have 

little bearing on the expected behavior. In comparison, an analytical approach is more 

rigorous for determine perifocal fluorescence distribution, and less accurate for modeling 

the superficial fluorescence generation. Given that experimental results suggest the spot 

size does not appreciably change with imaging depth, we use a Monte Carlo model to 

determine the R value. For an improved model, it would be possible to combine the two 

approaches and use the Monte Carlo model to determine background fluorescence and an 

analytical one to determine signal fluorescence, or perhaps use a Monte Carlo model that 

includes diffractive effects[119].  
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4.3. OVERVIEW OF MONTE CARLO MODEL 

We used two independent Monte Carlo simulations to find the spatio-temporal 

distribution of the squared excitation intensity, ),,(2 tzrI , and the spatial dependence of 

the collection efficiency,  zr, . The corresponding results are combined using Eq. (4.2) 

to determine R for a variety of sample and imaging parameters, and generally, as a 

function of imaging depth, z0. Photon propagation was implemented using the same rules 

as Wang et al.[126]. All simulations (excitation and collection) used a Henyey-

Greenstein scattering phase function with a scattering anisotropy set to 0.85. This is the 

expected value from Mie theory for 760 nm light interacting with 1 μm diameter 

polystyrene spheres[127], which are used for phantom preparation in Chapter 5. This 

value is also reasonable for modeling light scattering in epithelial 

tissue[33],[36],[128],[32]. For the excitation simulations, we use scattering lengths in the 

range typically found in epithelial tissues at 760 nm and which are later recreated in 

tissue phantoms: ls = 40, 80, and 120 μm. We assume emission photons have a 

wavelength of 515 nm, which is slightly red-shifted from half of our excitation 

wavelength, and close to emission peak from other 2PAM studies in epithelial 

tissues[129],[130]. The ratio of scattering length at 760 nm and 515 nm was found to be 

1.7 by Mie simulations for 1 μm diameter polystyrene beads. Thus, for each excitation 

simulation set, we used a collection scattering length of  s
collection 

=  s / 1.7 to create a 

matching collection efficiency map for each excitation scattering length. To calculate R, 

the fluorescence grid created from the excitation simulation was integrated over time and 

every element was multiplied by an interpolated value from the spatial collection 

efficiency grid.  
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4.4. EXCITATION SIMULATION 

For the excitation simulation, the photon packets were traced through a 

cylindrically symmetric three-dimensional grid with coordinates for depth z, radius r, and 

time t. Two grids are used to record excitation photon flux in space and time—a sparse 

grid for calculating fluorescence generation outside of the focal volume (Δr = 20 μm, rmax 

= 1.2 mm, Δz = 20 μm, zmax = 1.2 mm), and a fine grid within ± 20 μm of the focal plane 

(Δrfocal = 200 nm, rmax = 20 μm, Δzfocal = 0.5 µm, zmax = 40 μm). Both grids had a time 

spacing of one tenth the excitation pulse duration, (Δt = τp/10, tmax =3×z0/c). These grid 

spacing were verified to be of sufficient resolution to capture fast changes in fluence by 

running select simulations at twice the spatial and temporal resolution (resulting in eight 

times more grid elements for constant total grid size). Photon packets propagate until they 

exceed the maximum radius, depth, or time; their weight falls to zero (with a roulette 

procedure); or they exit the tissue.  

4.4.1. Focusing 

Previous Monte-Carlo models of two-photon microscopy have simulated a 

focused beam in one of two ways: (1) the geometric focus method, where the fluence at a 

plane offset from the geometric focus that would give the same width as the diffraction 

limited spot is measured [Figure 4.2 (a)][131], or (2) the spot focus method, where 

initialized photons are stochastically pointed towards a radius at the focal plane such that 

a lateral Gaussian distribution is created [Figure 4.2 (b)][110],[132]. The geometric focus 

method suffers from a problem of creating a point of infinite fluence, as ballistic rays 

transmit through an infinitely small area at the geometric focal plane. The spot focus 

method effectively introduces dispersion in the simulation, as voxels in this simulation 
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will see ballistic photons pass through at different times, depending on where they are 

pointed towards at the focal plane.  

Our approach focuses excitation light using the hyperbolic method described by 

Tycho et al. for OCT imaging [Figure 4.2 (c)][133]. By skewing the initial trajectory of 

each photon off of a z-r plane by an angle depending on r, a focused Gaussian beam can 

be exactly reconstructed in all three dimensions with photons that travel in straight paths. 

A qualitative visualization of how straight photon rays can recreate a curved focal spot is 

shown in Figure 4.2 (d). Finally, we note that the spot focus method can have a similar 

shape to the hyperbolic focus method if the random radius at the focal plane is chosen 

perpendicular to the initial radius, such that these photons are also skewed off axis (not 

shown in Figure 4.2). For small focal spots and deep imaging depths, the temporal 

dispersion introduced from variable-aiming of the initialized photons in the spot focus 

method becomes negligible. Thus, we would expect similar results in modeling R for 

both the hyperboloid and spot focusing methods. 
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In the mathematical description of a focused Gaussian beam, there are two 

parameters available to match experimental conditions when simulating the excitation 

light as a focused Gaussian beam: the beam waist (w0) and Rayleigh range (zr). Note that 

in the true physical propagation of focused Gaussian beams, w0 and zR are not 

independent. However, our desire, as is the case in all the two-photon Monte Carlo 

methods discussed here, is not to simulate the diffractive propagation of a Gaussian 

focus. Instead, our goal is to simulate the measured intensity distribution at known planes 

and to run a ray-tracing model that satisfies the radiative transport equations as the 

 
Figure 4.2: Qualitative illustration of different focusing strategies. 
(a) The geometric focus method. (b) The spot-focus method. (c) The hyperboloid 

focusing method. (d) Two disks with straight wires are twisted to create two 

hyperboloids with different beam waists at the focal plane. By varying initial position 

and the amount skew, the beam waist and Rayleigh range can be adjusted independently 

to model experimentally observed conditions. Here, the dotted red line follows a 

Gaussian shape with tighter focus than the solid red line. fg is the geometric focal plane 

and ff is the plane offset from fg, such that a chosen spot size is created, and FA is the 

plane of the objective front aperture. Photograph in (d) is adapted from[134].  
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imaging depth sample properties are changed. The lateral 1/e
2
 beam radius vs. depth, 

w(z), is then described by: 

And the total (non-normalized) intensity distribution in three dimensions is then: 

We measured three parameters in Chapter 3 that characterize the excitation light 

distribution in our experiments: the beam profile at the back aperture, described by the 

1/e
2
 radius of the excitation fluence, wBA; and the axial and lateral extent of the focal spot, 

described by the FWHM of the axial and lateral IPSF
2
 (zFWHM and rFWHM), respectively. 

In general, with only two parameters that define the shape of a Gaussian focus (z0 and 

w0), all three measurements of our excitation beam shape cannot be modeled 

simultaneously. Since the purpose of this model is to simulate the ratio of in-focus to out-

of-focus fluorescence, and large contributions of out-of-focus fluorescence are known to 

be generated near the sample surface, it is important that the simulated beam shape 

matches experimental observations both close and far from the focal plane. Therefore we 

choose w0 so that the lateral Gaussian shape is correctly simulated at the focal plane, and 

zR such that the lateral Gaussian shape is correctly simulated at the front aperture of the 

objective (far from the focal plane).  

Since zFWHM and rFWHM represents the fluorescence distribution, which is 

proportional to the square of the excitation intensity, we must convert these parameters to 

the linear intensity distributions they are the result of to simulate the excitation intensity 

distribution. The axial 1/e
2
 radius of the excitation intensity,   

 , and the lateral 1/e
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radius of the excitation intensity,   , are equal to zFWHM / √ln(2) and rFWHM / √ln(2), 

respectively. Furthermore we make the assumption that the fill factor of the Gaussian 

beam measured at the back aperture is linearly propagated to the front aperture of the 

objective. That is, that: 

 
   

   
 

   

   
  (4.5) 

where wFA is the 1/e
2
 radius of the excitation beam at the objective front aperture, and rBA 

and rFA are the radii of the back aperture and front aperture of the objective, respectively. 

The fill factor, Ff, is defined by wBA / rBA. A schematic of the setup with these parameters 

is shown in Figure 4.3. 

The resulting parameters describing the Gaussian distribution of the excitation 

photons are: 

 
Figure 4.3: Parameters describing Gaussian beam focusing in our Monte Carlo 

simulation. 
Excitation photons are launched in our Monte Carlo simulations to create a three 

dimensional Gaussian focus distribution. Solid red lines are the 1/e
2
 envelope of the 

Gaussian beam. Dashed red line outlines the spatial extent of the emission spot. See text 

for definition of parameters. 
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In our simulations, w0 = 552 nm and zR = 0.78 μm for working distance of 

2WD mm and 04.2ofar mm. The FWHM of the axial dimension of the two-photon 

excited focal spot is linearly related to the Rayleigh range by zFWHM = 1.29 ∙zR = 1.06 μm. 

Thus the axial resolution of our simulation is 40% smaller than that measured from the 

IPSF
2
. The effect of this discrepancy in calculating R is shown in Figure 4.4—for a 

transparent medium, R is approximately twice that if the IPSF
2
 is exactly simulated. In 

our application, we are studying the change in signal when imaging many mean free 

scattering lengths deep in turbid media. Imaging five mean free scattering lengths deep, 

for instance, the signal decays by over four orders of (slightly faster than Beer‘s law with 

a rate constant of ls/2)[11],[110]. Thus, this inaccuracy in R value has a small effect on 

calculating the maximum imaging depth. Furthermore, because focal volume intensity 

distribution is not appreciably changed for moderate imaging depths, this error will be a 

constant offset with imaging depth from the more accurate value. In Chapter 5 we will 

show that an offset error will be accounted for in contrast values by the initial choice of 

staining inhomogeneity. 

The Gaussian parameters used for in our simulations and two alternatives—

matching the axial and lateral extents of the measured and diffraction limited IPSF
2
, are 

summarized in Table 4.1. 

 



 52 

To verify the accuracy of our Monte Carlo model in simulating a Gaussian beam 

focus, we compared results to an analytical solution for fluorescence distribution in a 

transparent media from Eqs. (4.3) - (4.4). Evaluating the R value as a function of signal 

volume radius, rs, we find excellent agreement between Monte Carlo model and the exact 

analytical result, indicating that our Monte Carlo model does faithfully reproduce a 

focused hyperboloid [Figure 4.4]. Results for this simulation were found to be the same 

Parameter 
Measured 

Values 

Modeling focal spot 

with Diffraction-

Limited IPSF
2 (DL) 

Modeling focal spot 

with Measured 

IPSF
2 
(PSF) 

Modeling front 

aperture lateral focal 

spot with Measured 

IPSF
2 
(FA) 

   
0.552 

μm 

√         

       
 

     

√     
 

     

√     
 

0.366 μm 0.552 μm 0.552 μm 

   
1.367 

μm  

     
    

 √√   
 

     

 √√   
 

  

√(       )
 

  
   

 

0.926 μm 1.367 μm 0.774 μm 

    
1.428 

mm 

  √  (
  

  
)
 

    √  (
  

  
)
 

    √  (
  

  
)
 

 

790 μm 808 μm 1.428 mm 

Table 4.1: Parameters for different focusing schemes. 

Three parameters were measured in our system characterization—w0, zR, and wFA. This 

table summarizes three options in simulating these measurements—simulating the 

intensity distribution for a diffraction limited focal spot (DL), simulating the intensity 

distribution around the focal spot to match the IPSF
2
 (PSF), and simulating the intensity 

distribution at the front aperture and the lateral distribution of the IPSF
2
 (FA).      , 

     , and      
    

 are the measurements of the emission distribution (IPSF
2
) while 

other variables refer to the excitation distribution (IPSF) for the measured point spread 

function and a diffraction limited point spread function. The configuration we use in our 

system (FA) is matching the measured lateral excitation fluence at the objective front 

aperture and focal plane (w0 = 0.552 μm and zr = 0.774 μm).  Highlighted cells indicate 

areas where the simulation exactly matches measurements. 
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for pulsed and continuous wave Monte Carlo simulations, indicating that pulsed 

excitation light does not increase the nonlinear imaging resolution in a transparent 

medium. The spacing in the focal grid in these simulations was increased to Δr = Δz = 0.1 

μm to more smoothly match the exact solution. 

There are two caveats to consider in using the hyperboloid focusing method to 

model the focus of pulsed excitation light. First, in this method, excitation photons travel 

a slightly longer path than they would if aimed to the geometric focus. However this path 

length difference is small—for a spot size of 0.5 μm and an imaging depth of 300 µm, the 

maximum relative path length fractional differences are less than 10
-5

. A second, more 

significant, limitation to consider in this technique is that at increasing imaging depths, 

the larger angle excitation photons are attenuated fractionally more than the on-axis 

photons, leading to a gradual reduction in apparent spot size with imaging depth. 

 
Figure 4.4: R value vs. rs for different focusing schemes in a transparent medium. 

Using the parameters listed in Table 4.1, we plot the Monte Carlo simulated and exact 

analytical values of the ratio of signal fluorescence and background fluorescence, R, for 

different signal volumes, rs, in a transparent medium. DL: using parameters for 

matching the diffraction-limited focal volume. PSF: using parameters for matching the 

measured IPSF
2
. FA: using parameters for matching to the front aperture fluence and 

the lateral measured point spread function fluence.  
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However, for small and moderate angular numerical apertures (< 45°) and typical 

imaging depths (<5 ls), this effect is relatively subtle—at 5 scattering lengths deep with 

photons aimed for a 460 nm FWHM spot size, the resulting focal volume produces ∼10 

% more signal at the focal plane than expected from a Gaussian spot size of equal peak 

intensity. 

4.4.2. Temporal dependence 

We obtained the intensity temporal impulse response of the system, ),,( tzrG , by 

setting initial photon times such that ballistic photons intercept the focal plane at exactly 

the same instant and counting the photons per lateral area found in each voxel. The 

intensity distribution was determined by convolving the impulse response with the 

Gaussian pulse envelope, f : 

 .)(),,(),,( 




 tdttftzrGtzrI  (4.8) 

Finally, the fluorescence generated per voxel, ℱ  was calculated by multiplying the 

integrated intensity squared by the volume of the voxel, Vv: 

 
V

VdttzrIzrF  
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4.5. COLLECTION 

We use a second Monte Carlo simulation to model the effect of heterogeneous 

collection efficiency on maximum imaging depth. In this case, only detected emission is 

important, so photon time-of-flight tracking, and ray tracing through lateral planes was 

not necessary. Emission photons are initialized from a range of source positions (zs,rs) 

with an isotropic angular distribution, for each imaging depth (z0). The escape position 

(re) and angle (θe) of each photon that leaves the tissue surface is cataloged. We 
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implemented the approach outlined by Oheim et al. to determine the fraction of collected 

photons[104]. The maximum acceptance radius (rm) can be derived by examining the 

geometry of the system [Figure 4.5]: 

 ,/)(0 WDrrzrr
fFAfm

  (4.10) 

where rf is the field of view of the objective. For our 20x/0.95 objective, the field of view 

was measured by previous studies to be 1.3 mm[104]. We use an effective field of view 

of 1.0 mm, accounting for the limited collection angle of our PMT [Section 3.4]. The 

second component of the Oheim et al. approach is to account for the coupling between 

the maximum acceptance angle, θm, and rm. To conserve beam étendue, the product of θm, 

and rm is assumed to be constant. The value of this constant is found by considering the 

limiting case where the objective lens focuses to the sample surface, and rm = rf [135]. 

The resulting relation is then: 

 .
ffmm

rr    (4.11) 
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4.6. IMPLEMENTATION 

For shallow imaging depths (z0 ≤ 3 s), 10
6
 photon packets were propagated for 

each excitation simulation, while larger depths required 10
7
 photon packets for adequate 

precision. The computationally intensive part of the program—tracing each photon 

packet through the excitation grids—was vectorized in Matlab, allowing for execution 

times close to an equivalent program written in C. The shallow and deep excitation 

simulations took 0.5 and 5 hours to complete, respectively, using a 3.7 GHz processor 

running Ubuntu Linux and a 64-bit edition of Matlab (Version 7.9). 

 

 
Figure 4.5. Collection simulation parameters. 
Photons are emitted with an isotropic angular distribution from a range of source 

positions, (zs, rs), and the percentage of collected photons is recorded for each imaging 

depth, z0. Green line is the path of an emission photon. See text for definitions of 

parameters. Modified from Oheim et. al.[135]. 
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Chapter 5  
Deep two-photon autofluorescence microscopy  

of epithelial tissues  

Endogenous fluorescence provides morphological, spectral, and lifetime contrast 

that can indicate disease states in tissues. Previous studies have demonstrated that two-

photon autofluorescence microscopy (2PAM) can be used for non-invasive, three-

dimensional imaging of epithelial tissues down to 150 µm beneath the skin surface [136]. 

We report ex-vivo 2PAM images of epithelial tissue from a human tongue biopsy down 

to 370 µm below the surface. At greater than 320 μm deep, the fluorescence generated 

outside the focal volume degrades the image contrast to below one. We demonstrate that 

these imaging depths can be reached with 160 mW of laser power (2 nJ per pulse) from a 

conventional 80 MHz repetition rate ultrafast laser oscillator. We studied image contrast 

as a function of depth in tissue phantoms with a range of optical properties typically 

found in epithelial tissues. The phantom data agree well with the estimated contrast 

decays from time-resolved Monte Carlo simulations and show maximum imaging depths 

similar to that found in human biopsy results. This work demonstrates that the low 

staining inhomogeneity and large scattering coefficient associated with visible-

wavelength autofluorescence limits conventional 2PAM from imaging greater than 3-5 

mean free scattering lengths deep in epithelial tissue. 

5.1. INTRODUCTION 

Two-photon autofluorescence microscopy (2PAM) has emerged as a versatile 

technique for non-invasive three-dimensional imaging of turbid biological samples with 

subcellular resolution[2],[3],[8]. Spectral and morphological information obtained from 
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intravital 2PAM of unstained epithelial tissues has shown promise for diagnosing and 

monitoring of carcinoma[21],[137-141]. Typically, carcinoma originates and is most 

clearly distinguished from normal tissue at the basal layer, which can be many hundreds 

of microns below the skin surface. Additionally, the quantification of epithelial layer 

thickness can be used as an indicator of dysplasia and carcinoma[21]. Thus, in the 

application of cancer diagnosis, it is particularly important to understand and extend the 

maximum 2PAM imaging depth in epithelial tissues. 

In general, optical imaging depth in skin can be extended by using near-infrared 

(NIR) wavelengths of 700-1300 nm, which are minimally attenuated in biological 

tissues[142]. Confocal microscopy can image many hundreds of microns into epithelial 

tissue using NIR wavelengths and contrast from scattering or exogenous contrast 

agents[23],[24]. However, the dominant fluorophores naturally present in skin have 

ultraviolet and blue linear absorption bands[8],[143],[144], requiring low-visible-

wavelength excitation and emission to be imaged with confocal microscopy. 

Consequently, confocal autofluorescence microscopy of has been used to obtain axial 

sectioning in shallow regions of epithelial tissue but has not been reported more than a 

few tens of microns below the surface[25],[144],[145]. Two-photon imaging, on the other 

hand, has three working principles that make it particularly advantageous for deep 

microscopy of endogenous skin fluorescence: (1) the natural fluorophores in epithelial 

tissues can be excited nonlinearly with NIR light; (2) fluorescence generation in a sample 

is inherently confined to the focal volume, enabling three-dimensional sectioning while 

collecting both ballistic and scattered emission light; and (3) resolution is negligibly 

degraded from scattering because the fluorescence in the perifocal volume is generated 

almost entirely from ballistic photons[110],[111]. 
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While imaging depth of confocal microscopy is limited by the challenge of 

getting sufficient levels of ballistic emission photons out of the tissue, nonlinear imaging 

depth is typically limited by the ability to deliver sufficient levels of ballistic excitation 

photons to the focal volume. To maintain constant two-photon excited fluorescence 

signal generated within the focal volume, the pulse energy delivered to the surface of the 

sample must be exponentially increased with increasing imaging depth. In biological 

samples, where the attenuation of NIR photons is dominated by scattering processes, the 

pulse energy must be increased with an exponential length constant of approximately one 

mean free scattering length,  s. In practice, the excitation power delivered to the sample 

surface is increased at a slightly higher rate to compensate for increased losses from 

fluorescence collection and the longer path length seen by large-angle excitation photons.  

Although increasing excitation power with imaging depth can maintain perifocal 

fluorescence generation at arbitrarily large imaging depths, the approximation that the 

two-photon excited fluorescence is generated only within the focal volume does not hold 

beyond ~3 mean free scattering lengths deep[122]. Appreciable out-of-focus 

(background) fluorescence can be generated by ballistic photons near the surface and by 

scattered photons through several mean free scattering lengths into the tissue, gradually 

reducing the image contrast[11],[131]. The ratio of collected signal fluorescence (Fs) to 

background fluorescence (Fb) then decays with increasing imaging depth. In cylindrically 

symmetric tissue, with a distance from the optical axis, r, and an axial distance from the 

tissue surface, z, this ratio can be described as:  
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where the signal volume, Vs, is the volume of the feature of interest, the background 

volume, Vb, is the volume within the sample but outside of the signal volume, ϕ is the 

collection efficiency, C is the fluorophore concentration, and I  is the excitation 

intensity.  

The maximum imaging depth, zm, can be defined as the depth at which the Fs/Fb 

ratio falls to one[11]. Previous studies have described the maximum imaging depth in 

units of optical depths, defined as zm/ s, for homogenously stained tissue with similar 

excitation parameters. Theer et al. found a zm of 3-4 scattering lengths when  s = 200 µm 

using an analytical model[11]. On the other hand, Leray et al. found a zm of 5-6 optical 

depths when  s = 350 µm using a Monte Carlo model[131]. The difference suggests that 

zm is dependent on  s. Experimentally, zmax has also been measured, but only in stained 

brain tissue and phantoms with  s ≈ 200 μm[11],[146]. Autofluorescence imaging in 

epithelial tissues presents a particularly challenging set of optical properties for deep two-

photon imaging. First, the scattering length of epithelial tissues is typically in range of 

40-200 μm—much smaller than those considered in previous studies. Second, 

endogenous fluorophores are dimmer and more homogenously distributed than 

exogenous ones. Previous 2PAM reports have not reached zm, and imaging depths have, 

to the best of our knowledge, been limited to 80-150 µm below the 

surface[3],[4],[129],[136],[137],[147-158]. Some previous studies have reported the 

ability to image 150-200 μm deep, but either do not present these images, or show images 

with no appreciable signal at these depths[3],[4].  

In this paper, we present 2PAM images of a human tongue biopsy down to and 

beyond zmax. We show that this limit can be reached with a few hundred milliwatts 

available from conventional, high repetition rate oscillators in phantoms with optical 

properties in the range typically found in epithelial tissues. We describe the gradual 
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contrast decay of 2PAM for increasing imaging depths as a function of the fluorescence 

staining inhomogeneity and a ratio of integrated intensities. We examine the logarithmic 

dependence of maximum imaging depth on sample scattering length, which becomes 

important in imaging samples with short scattering lengths such as epithelial tissue. 

Finally, the Fs/Fb ratio is calculated with time-resolved Monte Carlo simulations and 

predicted contrast profiles are compared with measurements from tissue phantoms and 

ex-vivo human epithelial tissue.  

5.2. METHODS 

5.2.1. 2PAM contrast 

In the absence of fluorescence saturation, photobleaching, and sample movement, 

the fluorophore concentration is independent of time. Assuming the concentration of 

fluorophores within Vs is a constant, Cs, and that the out-of-focus fluorophore 

concentration is diffuse enough to be approximated by the average fluorophore 

concentration, Cb, we can remove the concentration terms from the integral in Eq. (5.1). 

We define the staining inhomogeneity, χ, as the ratio of the fluorophore concentrations, 

and a value, R, as the ratio of integrated intensities: 
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We can then express the ratio of signal to background fluorescence as the product of χ 

and R: 
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Though our definition for 
bs FF /  is the same as previous reports, our definition of 

χ and R differ from that described previously[11]. Our staining inhomogeneity is defined 

by the absolute concentrations of fluorophores inside and outside a signal volume, and 

does not depend on the perifocal intensity distribution (i.e. the numerical aperture), while 

our R value is defined with the volume of the feature of interest rather than the volume of 

the focal spot. Our approach has the distinction that the χ value is an intrinsic, system-

independent property of the sample that scales linearly with changes in background or 

signal fluorophore concentration.  

In this paper, we explore the gradual decay of image contrast, Q, versus depth due 

to out-of-focus fluorescence. We define the contrast in terms of the measured signal 

)(MS  when the focal spot concentrically overlaps with Vs a bright feature of interest and 

the measured background )(MB  when the focal spot is in a volume that produces 

relatively weak signal, such that: 
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Note that our measured background includes a fluorescence contribution from 

within the defined signal volume. This term becomes important for samples where the 

fluorophore is relatively homogenously distributed and there are relatively few regions 

with truly dark signals. Using the definitions in Eqs. (5.2) and (5.3), and rearranging Eqs. 
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(5.5)-(5.7), we can express the contrast at a given imaging depth, 0z , as a function of χ 

and R: 
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This relation shows that the contrast approaches zero as the staining 

inhomogeneity approaches one (i.e. a uniformly stained sample), or as R approaches zero. 

If the fluorophore concentration is zero in the focal volume for the MB measurement, Q  

is equal to bs
FF / . In the more general case, with some fluorescent signal present in the 

focal volume of the MB measurement, )( 0zQ becomes approximately equal to bs
FF /  for 

small values of R. In this paper, we define our maximum imaging depth as the depth at 

which the contrast falls to one.  

We use a Monte Carlo and an analytical model to calculate )( 0zQ , and compare it 

with the measured values for a variety of sample conditions. For Eq. (5.8) to be accurate, 

we must choose a signal volume of approximately constant fluorophore concentration, a 

condition that is closely approximated in tissue phantoms with fluorescent beads by 

choosing Vs as the volume of the fluorescent bead. 

5.2.2. 2PAM system 

We used the nonlinear microscope described in Chapter 3 for 2PAM imaging. 

Briefly, imaging was performed at 760 nm excitation wavelength because it yields the 

brightest autofluorescence signal with minimal excitation light bleed-through in our 

system. Two half-waveplate/polarizing beam cube pairs attenuate the excitation beam 

and a pair of galvanometer scanning mirrors (Cambridge Technologies, 6215h) scans the 

laser into an upright microscope. We use a high NA, water dipping objective with a large 

field of view and a 2 mm working distance (0.95/20x Olympus XLUMPFL). A schematic 
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of the collection path is shown in Figure 5.1 (a). We used the two-lens optimization 

procedure discussed in Section 3.4, with initial angular and spatial distributions shown in 

Figure 5.1 (b). The focal lengths and positions of the CL1 and CL2 were found by 

maximizing the photons hitting the PMT cathode [Figure 5.1 (c)]. The large field of view 

is especially important for high collection efficiency at large imaging depths[104]. The 

physical radii of the back aperture, rBA, and front aperture, rFA, of this objective are 8.5 

mm and 2 mm, respectively. The measured beam 1/e
2
 radius of the excitation beam, wBA, 

was 6 mm at the objective back aperture, giving a fill factor of 0.7. We measured the total 

power transmission through the objective to be 70% at 760 nm. 

 
Figure 5.1: Schematic of two-photon imaging system collection path. 
(a) Excitation light is scanned through a large field-of-view, long working distance 

objective. Emission light collection is optimized using stochastical spatio-angular 

distribution of fluorescence photons at the back aperture of the objective (b) and 

maximizing photon hits at the cathode surface (c) as CL1 and CL2 are varied. TL: tube 

lens, DM: dichroic mirror, CL: collection lenses, F: excitation filters, PMT: 

photomultiplier tube detector. The objective lens choice is especially important to 

maximize imaging depth.  
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5.2.3. Monte Carlo model 

We used the Monte Carlo model developed in Chapter 4 to calculate R values, 

and compare to phantom and biopsy results. We used an excitation wavelength of 760 

nm, and ls values of 40, 80, and 120 μm to match phantom results. Focusing was 

simulated as a Gaussian beam shape, which matched the excitation beam profile at the 

front aperture of the objective and the lateral extent of the IPSF
2
 at the focal plane. For 

the collection simulation, we used a collection scattering length of  s
collection 

=  s / 1.7, for 

each of the corresponding scattering lengths at 760 nm. 

5.2.4. Analytical model 

We applied the analytical model developed by Theer and Denk to calculate the 

fluorescence distributions for different optical system and sample parameters[120]. In 

short, we consider the ballistic and scattered light distributions in turbid media 

independently and then combine the resulting intensities to calculate total fluorescence. 

The intensity from ballistic photons assumes an incident beam with Gaussian spatial and 

temporal distributions. Using the spherical wave solution to the telegrapher‘s equation 

and the Fresnel approximation, we describe the ballistic intensity as a function of a depth 

dependent Rayleigh range, which reduced the effective numerical aperture with depth. 

The scattered light is modeled using a small angle approximation and statistical methods 

to calculate an effective temporal and transverse spatial beam width. We used a 

numerical aperture of 0.75, which produces a similar spot size to that measured from our 

IPSF
2
. All other parameters used in the analytical model were the same as those used in 

the Monte Carlo model.  
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5.2.5. Tissue phantom preparation 

To measure the experimental contrast decay of two-photon imaging in a turbid 

media, we prepared twelve scattering agar phantoms with a range of optical properties 

similar to what is typically observed in epithelial tissues. Low melting point agarose 

(1.0%, Sigma) was prepared with 0.95 µm diameter polystyrene beads (Bangs Labs, 

PS03N) to vary scattering coefficient, 1 µm diameter fluorescent polystyrene beads 

(Invitrogen F-8823) to provide features for contrast measurements, and fluorescein 

(Fluka 46955) to control staining inhomogeneity. Polystyrene beads were ultrasonicated 

for 30 minutes to reduce aggregations before they were mixed into the agar phantoms. To 

increase the two-photon action cross section of fluorescein, we mixed the agar solution 

with 2% pH 12 buffer. Polystyrene concentrations of 1.7×10
10

, 0.9×10
10

, and 0.6×10
10

 

particles per mL provided scattering mean free paths of 40, 80, and 120 µm at 760 nm 

excitation, and 23, 46, and 69 µm at 515 nm emission, respectively. We determined the 

scattering coefficient with a Mie calculation using polystyrene sphere and agar gel 

refractive indices of 1.58 and 1.33, respectively[159]. To verify the scattering lengths of 

our polystyrene solution matched Mie predictions, we measured attenuation of collimated 

760 nm light through dilute solutions of polystyrene beads in a cuvette. Fluorescent beads 

were added to at a constant concentration of 3.5×10
8
 particles per mL in all phantoms.  

We added increasing amounts of fluorescein to get final concentrations of 0, 4, 

10, and 25 μM for each scattering length tested, creating a total of 12 phantoms. This 

approach allows the formation of phantoms with low staining inhomogeneities without an 

increase in scattering coefficient that would result from adding high concentrations of 

fluorescent polystyrene beads. Additional benefit of using this method is that we can 

increase the background fluorescence immediately adjacent to the fluorescent beads. In 

contrast, previous studies that varied fluorescent bead concentration could control the 
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fluorescence only in volumes many microns away from the signal volume[11]. Thus our 

approach provided a more appropriate model for studying autofluorescence contrast 

decay, where the local fluorophore concentration changes rapidly in short distances from 

nucleus to cytoplasm to extracellular matrix. The disadvantage of our approach is that the 

out-of-focus background fluorescence cannot be measured directly because there is no 

region without some fluorescent signal—when the focal spot does not overlap with a 

fluorescent bead, the measured background still includes some contribution from the 

fluorescein in the focal volume. However, the contrast defined in Eq. (5.5) can still be 

calculated, given sufficient signal to noise that fluorescent beads can be identified.  

We obtained lateral phantom images at one micron depth increments from the 

surface to the depth where the image contrast fell to approximately 0.1. The contrast for 

each of the 16 phantoms was analyzed using an automated bead-finding script written in 

Matlab. We applied a binary mask with a threshold of four standard deviations above the 

mean pixel value for each lateral image. Beads were then localized by finding the three 

dimensional position of the centroid of each continuously weighted connected region in 

the binary stack. We only counted the connected regions of the expected single bead size 

to exclude clusters and isolated noisy pixels. Beads within 10 μm of the edge of the stack 

were also ignored. The MS for each bead was then calculated as the average of the 

maximum 4 voxels (150 x 150 x 1000 nm/voxel) within each region and the MB was 

calculated as the average pixel value of the non-connected regions at the depth 

determined by the centroid of the bead. The contrast was monitored for increasing 

imaging depth, while the excitation power was manually increased to maintain constant 

detected signal, slightly below the saturation levels of our system. 
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5.2.6. Biopsy preparation 

Human oral cavity biopsies were obtained from The University of Texas M. D. 

Anderson Cancer Center as part of an ongoing project for two-photon diagnosis of oral 

malignancies. The study was reviewed and approved by the internal review boards at M. 

D. Anderson Cancer Center and the University of Texas at Austin. Biopsies were excised 

from suspicious regions and contralateral normal tissue in the oral cavity and submitted 

for histopathology. We present two-photon images from the normal biopsy in this paper. 

The biopsy was approximately 3 mm in diameter and 5 mm thick, delivered in chilled 

culture media (Phenol Red-free DMEM High, Fisher Scientific) and imaged within 6 

hours of excision. The biopsy was stabilized on Petri dishes with low melting point agar 

and imaged at room temperature in a culture media bath.  

5.3. RESULTS AND DISCUSSION 

5.3.1. Monte Carlo simulation 

We used our Monte Carlo model to calculate R as a function of depth for each 

phantom. For these calculations, Vs was set to the volume of the 1 μm diameter 

fluorescent beads which provide the signal in the phantoms. Figure 4 presents the 

fluorescence distribution for imaging 400 μm deep in a homogeneously labeled sample 

with an  s of 80 μm. In this case, the collected background fluorescence overwhelms the 

signal fluorescence by approximately 30 times. The cross section of the fluorescence 

generation rate shows that background fluorescence generation density peaks on the 

optical axis near the focal volume [Figure 5.2 (a)]. When the fluorescence is integrated 

circumferentially, we observe that the cumulative background fluorescence generation 

peaks slightly off axis because the off-axis fluorescence is generated in larger volumes 

[Figure 5.2 (b)]. Finally, integration of this fluorescence radially shows that the total 
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fluorescence generation at each transverse plane is relatively constant through the first 

two  s, and monotonically decreasing at larger depths [Figure 5.2 (c)].  

The contributions from ballistic (B) and scattered (S) fluence were separated by 

tagging scattered photons in the Monte Carlo simulations [Figure 5.2 (c)]. The 

fluorescence generation at each voxel will then be proportional to (S+B)
2
. These results 

can provide some insight into how certain parameters affect the generation of background 

fluorescence. For instance, previous studies have shown that the R value can be increased 

by using shorter pulses[11],[131]. Looking at the individual components as the pulse 

duration is decreased, it is entirely the scattered (S
2
) and combined (2BS) terms that show 

a relative reduction in contribution of background fluorescence. Scattering can be thought 

 
Figure 5.2: Monte Carlo results for imaging 400 μm deep in ls = 80 μm tissue. 
Monte Carlo simulations of time-integrated fluorescence distribution as generated in the 

sample for an imaging depth of 400 μm in media with a 460 nm FWHM lateral spot 

size, τp= 270 fs,  s = 80 μm, and g = 0.85. These parameters resulted in an R value of 

1/70. (a) Sagittal slice of out-of-focus fluorescence shows increasing fluorescence 

generation rate close to the optical axis and the focal volume. (b) When out-of-focus 

fluorescence is integrated circumferentially, it is apparent that total fluorescence peaks 

off axis, but is fairly diffusely generated. (c) When integrated radially, the contributions 

from ballistic (B
2
), scattered (S

2
), and combined 2(B+S) photons can be visualized. The 

total fluorescence generation per transverse slice decreases nearly monotonically from 

the surface to beyond z0. The solid and dotted lines represent simulations with 

excitation pulse durations of 270 and 135 fs, respectively. (a) and (b) are normalized so 

that the maximum out-of-focus fluorescence is one, (c) is normalized so the maximum 

fluorescence is one. 
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of as a source of temporal dispersion from the sample on the scattered fluence. Thus, as 

the pulse duration is increased, the dispersion of the scattered light reduces its 

contribution more than for longer pulse durations, resulting in an increase in R for shorter 

pulsed durations. 

Though high collection efficiency is important for reaching large imaging depth 

with limited excitation power, we found that heterogeneous collection efficiency 

generally had a small effect on our calculations of R. In the  s = 80 μm simulation 

( s
emission

 = 46 μm), the collection efficiency only reduced R by 12% at z0 = 400 μm, and 

by 60% at z0 = 800 μm. The radial dependence of the collection efficiency had an 

especially weak effect on R, since the majority of the fluorescence generated in the 

excitation simulations was within 200 μm of the optical axis. 

5.3.2. Phantom imaging 

For all three sets of phantoms ( s = 40, 80, and 120 μm), we had sufficient power 

to reach contrast levels below one. Typically, excitation powers smaller than 1 mW were 

sufficient to image at the surface, while several hundreds of mW were required at the 

largest depths. For the phantom with  s = 80 μm and χ = 300, for example, the power was 

increased from 0.7 mW at the surface to 483 mW at 510 μm depth. We identified an 

average of 190 beads per 77×77×100 μm
3
 field of view in each of the 12 phantoms using 

the automated bead-finding script. This number of beads corresponds to a bead 

concentration of 3.2×10
8
 beads per mL, slightly less than the expected value of 3.5×10

8
 

beads per mL.  

Figure 5.3 shows XZ images of the  s = 80 μm phantom set for different staining 

inhomogeneities. Each XZ reconstruction is created from a maximum projection through 

15 μm (45 pixels) of Y. The accompanied biopsy images are discussed in Section 5.3.5. 
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We estimated the staining inhomogeneity of phantoms using the measured contrast at the 

surface of each phantom and the R values found from Monte Carlo simulations. The R 

value since it only changes slightly for shallow imaging depths in our Monte Carlo 

model—a decrease from 0.51 at the surface to approximately 0.46 at one  s deep. 

Substituting an R value of 0.5 in Eq. (5.8), the staining inhomogeneity, χ, becomes 

approximately equal to 3 times the measured contrast at shallow depths, for large values 

of χ. Using this approximation, we estimate the average staining inhomogeneities to be χ 

= 300, 62, 25, and 10, by using the average contrast from beads identified within the first 

20-40 μm of the three phantoms at each staining inhomogeneity.  
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The measured bead size remained constant with imaging depth for all phantoms. 

Figure 5.4 shows a representative case for the measured bead size versus depth for the  s 

= 80 μm, χ = 300 phantom. We determined the FWHMs of bead sizes by fitting a 

Gaussian function through the centroid of each bead found in the phantom. We found a 

slightly smaller bead sizes in the direction of our fast moving mirror (horizontal), 

indicating a slightly smaller resolution in that direction, possibly due to a slight ellipticity 

of the beam shape at the back aperture of the objective. The apparent axial resolution 

 
Figure 5.3: XZ cross sections of phantoms and biopsy. 
Comparison of XZ images of phantoms with constant scattering length of  s = 80 μm for 

increasing staining inhomogeneity, χ, and a human tongue biopsy. Phantom cross 

sections are maximum projections through 15 μm of Y. Biopsy cross sections shown 

are a maximum projection ―max Biopsy‖ and a standard deviation projection ―σ 

Biopsy‖ through 15 μm of Y. The standard deviation projection is normalized so that 

the maximum value is white. Images are stretched in the axial direction by 6.6x so that 

pixels are equal in size in axial and lateral dimensions. 
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measured from the 1 μm beads was noticeably larger than that measured from the IPSF
2
 

with 100 nm beads. We attribute this large axial resolution to sparse sampling (axial 

spacing between images was 1 μm) and long times between imaging the top and bottom 

of the beads (the time elapsed between the first image and last image 3 μm apart was 

approximately 10 seconds). Nonetheless, the constant lateral and axial size of the 

measured beads does indicate minimal specimen-induced aberrations with increasing 

imaging depth. This result is in contrast to studies without index matching, where 

spherical aberrations are commonly observed[101],[102].  
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Figure 5.4: Measured bead size vs depth. 
Measured sizes of 1 μm diameter fluorescent beads versus depth for the  s = 40 μm, χ = 

300 phantom (a), the  s = 80 μm, χ = 25 phantom (b), and the  s = 120 μm, χ = 10 

phantom (c), in the lateral and axial directions. The trend and error bars are calculated 

by the mean and standard deviations of sizes obtained by binning the beads at 50 μm 

depth increments. We observed no significant increase in bead size and, thus, in system 

resolution with increasing imaging depth in any of our phantoms.  
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5.3.3. Fluorescence decay 

We measured the decay of the signal, background, and total fluorescence with 

increasing imaging depth in our twelve phantoms. By increasing the excitation power 

exponentially with imaging depth and normalizing measured signal at each imaging 

depth by the expected quadratic increase with the excitation power,  20 )(/)0( zzPzP  , 

we could accurately measure fluorescence decays far beyond the limited dynamic range 

of our detection system.  

Figure 5.5 shows the measured and calculated fluorescence decays of the three χ = 

62 phantoms. Looking at the χ = 62,  s = 80 μm phantom, Figure 5.5 (a) shows the decays 

of the average value of the measured background at each imaging plane (MB), the 

measured signal for each fluorescent bead (MS), and the difference (MS-MB). Note that 

the slopes of the (MS-MB) and MB decays are approximately equal for imaging depths 

down to three mean free scattering lengths. This result suggests that the contrast, defined 

as the ratio of (MS-MB) to MB, is relatively constant for shallow depths. At larger 

imaging depths (z > 4 s) the measured signal, which decays exponentially, is overcome by 

the background, which decays with z0
-1

 [11]. Comparing the fluorescence decay in 

phantoms with different scattering lengths, we found good agreement between the 

measured data and the Monte Carlo predictions [Figure 5.5 (b) and (c)]. The decay of the 

fluorescent signal from the biopsy also shown in Figure 5.5 (a), and will be discussed in 

section 5.3.5. 
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Figure 5.5: Fluorescence signal and background decays. 
Plots of normalized fluorescence decays versus imaging depth for constant staining 

inhomogeneity (χ = 62). Points are data from phantom measurements and lines are the 

decays predicted by our Mont Carlo simulation with homogeneous (solid lines) and 

heterogeneous (dashed lines) collection efficiency. (a) The average fluorescence decay, 

M , represents the average pixel value recorded at each imaging depth. For 

comparison, the average fluorescence decay of the biopsy is also shown. (b) Examining 

relative decays for the measured signal (MS), measured background (MB), and 

difference (MS-MB) versus depth for the χ = 50,  s = 80 μm phantom, we found a 

maximum imaging depth of zm = 390 μm. (c) The background-subtracted fluorescence 

decay exhibits exponential decay for the entire measured range. Monte Carlo 

simulations agree well with experiments for homogenous collection efficiency (dashed 

lines) and heterogeneous collection efficiency (solid lines). Decays are normalized to 

one at 20 μm deep in (a) and (c). In (b), the background is normalized to one at 20 μm 

deep, and the signal and background corrected signal scaled to their values relative to 

the background.  
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The effect of heterogeneous collection efficiency has little effect on the calculated 

decay curves, indicated by the overlap of the Monte Carlo results for shallow and 

moderate imaging depths. We also found that changing the staining inhomogeneity had 

little effect on the observed fluorescence decay rate, as summarized in Table 1. Instead, 

the staining inhomogeneity had the effect of raising or lowering the initial MB value, 

appearing instead to only change relative difference between MS and MB at the surface. 

Table 5.1 summarizes the measured length constants, m

sl , obtained from the 

exponential decay rates of the background-subtracted fluorescence in each phantom, and 

the corresponding decay constants predicted by Monte Carlo models. In all phantoms, the 

actual scattering length could be estimated to within 10% accuracy by using the 

approximation: m

ss
ll 3.2 . This is close to a previous report, which found a factor of 2.5 

relation between m

sl and s
l using an NA of 1.2[110]. 

 

 s [μm] 

Measured Length Constants, 
s

m

s

l
l

 

Phantom Measurements Monte Carlo Data 

χ=10 χ=25 χ=62 χ=300 
Homogeneous 

Collection 

Heterogeneous 

Collection 

40 0.43 0.45 0.43  0.45  0.50 0.48 

80 0.40 0.43 0.41 0.41  0.46 0.44 

120 0.43  0.45 0.45 0.43 0.46 0.43 

Table 5.1: Measured decay constant compared to phantom mean free scattering 

length. 
Summary of fluorescence signal decay length constants from exponential fits to 

measured phantom data (from z0 = 0 to 3  s) and predicted in Monte Carlo data, 

with and without including the effect of heterogeneous collection efficiency.  
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5.3.4. Contrast decay 

The measured contrast decay from tissue phantoms showed similar trends to those 

predicted by Monte Carlo and analytical models (Figure 5.6). The Monte Carlo model 

matches the analytical model relatively well for the higher χ values tested. For the χ = 10 

phantom, the measurements demonstrate shorter zmax than predicted, likely due to the 

high concentration of fluorescein in these phantoms beginning to absorb significant 

amounts of emission (the ―inner filter‖ effect). If the absorption length is known at the 

emission wavelength, this effect could be modeled using a shorter mean free absorption 

length in our collection efficiency calculations.  
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We observed that for the χ = 300 phantoms, the contrast was higher than the 

expected values at shallow depths [Figure 5.6 (b)]. We attribute this large contrast to an 

effective increase in χ at shallow depths. Because no fluorescein was added in this set of 

phantoms, the staining inhomogeneity was determined by the influence of background 

fluorescent beads. For the shallowest beads, there are no background fluorescent beads 

 
Figure 5.6: Contrast decays. 
Contrast decays of phantoms with (a) constant staining inhomogeneity and (b) constant 

scattering length. Monte Carlo simulations (solid lines) agree well with the analytical 

model (dashed lines) and the phantom contrast measurements (solid dots). Both models 

slightly overestimate the maximum imaging depth, increasingly at lower staining 

inhomogeneities. 
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directly above them, effectively increasing their apparent staining inhomogeneity. For 

deeper beads, the fluorescent beads present above the imaging plane produce background 

fluorescence.  

5.3.5. Human biopsy imaging 

Figure 5.7 presents a summary of the 200 autofluorescence images collected at 2 

μm depth increments from a biopsy of healthy human tongue tissue. The water-dipping 

objective allowed us to visualize the natural surface roughness of the tissue, which plays 

a role in collection efficiency [Figure 5.7 (a)][135]. The three dimensional rendering of 

the biopsy images was performed using Huygens
©

 SVI renderer. We defined the surface 

(z = 0 μm) as the depth at which half of the field of view had signal. We increased the 

excitation power delivered to the tissue surface gradually from 3 mW at the surface to 30 

mW at 170 μm deep. At larger imaging depths, we could maintain constant signal 

detected while increasing the excitation power less rapidly. We used a maximum of 160 

mW of excitation power when imaging 380 μm deep. 
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Lateral images show subcellular resolution and cellular morphology with bright 

cytoplasm to dark nucleus contrast [Figure 5.7 (b)]. Contrast is presumably due to high 

concentrations of NADH, NAD, and FAD in the cytoplasm, which have been shown to 

 
Figure 5.7: Biopsy images. 
(a) Three-dimensional rendering of a sequence of 200 lateral 2PAF images acquired 

from healthy human tongue biopsy. (b) Selection of lateral images from an imaging 

depth of 40 to 360 μm. Field of view in all lateral images is 170 μm. (c) Normalized 

signal profile from manually identified cells at imaging depths of 40, 120, 240, and 360 

μm. Profiles are taken from lateral lines indicated in (b). 
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be the dominant endogenous fluorophores in confocal autofluorescence imaging of 

cervical and oral epithelial tissues[160],[6], and are efficiently excited in 2PAM at 760 

nm excitation[8]. We found especially high signal levels from the stratum corneum, 

which, based on our Monte Carlo model, would contribute heavily to the out-of-focus 

fluorescence found at large imaging depths. 

A maximum XZ projection through 15 μm of Y shows that at large depths, bright 

pixels in the background substantially degrade the contrast beyond 300 μm [Figure 5.3]. 

A normalized standard deviation projection through 15 μm of Y gives values similar to 

the measured contrast—it shows bright regions where there are large changes in pixel 

values. At shallow depths, this projection shows large values where there is variation 

between the bright cytoplasm signal and dark nuclei. At large depths, the increase in low-

spatial-frequency, out-of-focus background fluorescence reduces the lateral variation in 

signal, and the corresponding standard deviation along Y decreases.  

We examined the total fluorescence decay with imaging depth to estimate the 

scattering coefficient of the biopsy. Though fluorescence decay accurately predicted the 

scattering coefficient in phantoms, extending this method to the biopsy can be 

complicated by several effects. (1) The scattering length and fluorophore concentrations 

are likely to change with depth. Previous studies have observed brighter signal coming 

from the stratum corneum and basal membrane than at the intermediate epithelial 

layers[6],[130]. (2) As the excised tissue dies, the autofluorescence signal levels will 

gradually decay with time. We observed that the superficial regions of the tissue begin 

losing fluorescence signal more rapidly than the interior regions, creating a time-

dependent change in relative fluorescence density. (3) Specimen induced aberrations 

typically become more severe with increasing imaging depths[161], and would result in a 

higher apparent rate of fluorescence decay. Though we verified aberrations played a 
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minimal role in degradation of signal in the phantom, without a constant-size point source 

in our biopsy, we were unable to monitor our excitation spot size with depth in the 

biopsy. Nevertheless, we obtain an estimate of the biopsy scattering coefficient by 

comparing our measured biopsy fluorescence decay to phantom experiments [Figure 5.5 

(a)]. We fit an exponential curve to the first 200 μm of fluorescence decay obtained from 

the biopsy and found a length constant of 39 μm, corresponding to a scattering length of 

89 μm, assuming m

ss
ll 3.2  [Section 5.3.3]. At larger depths, the fluorescence decayed 

less rapidly, showing a similar slope to the 120sl  μm phantom.  

Figure 5.7 (c) presents typical contrast levels obtained from bright features at 

different imaging depths. We examined the contrast in line profiles drawn through 

manually identified epithelial cells marked by the lines drawn in the lateral images 

displayed in Figure 5.7 (b). At 40 μm deep, the brightest signal from the cytoplasm is 

approximately twenty to forty times larger than the minimum signal from within the 

nucleus, while the average signal from the cytoplasm is approximately five to ten times 

the average signal from the nucleus [Figure 5.7 (c)]. Using averaged signal and 

background as contrast, and employing the same method used with the phantoms, we 

estimate the χ of the biopsy to be 15-30. The contrast falls to one in our biopsy around 

320 μm below the tissue surface, approximately 3-4 mean free scattering lengths deep.  

5.3.6. Fluorescence saturation and photobleaching 

The analysis presented in this paper has assumed that the intensity ranges used in 

our experiments are low enough to assume negligible fluorescence saturation and 

photobleaching—that is, that the fluorescence generation is quadratically dependent on 

the excitation intensity and is time-independent. However, at high intensities, these 
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assumptions no longer hold. We performed a series of tests to verify that we do not 

experience any saturation and photobleaching in our experiments. 

Fluorescence saturation can broaden the PSF, as fluorophores in the highest 

intensity regions no longer generate greater emission signal than fluorophores further 

away. The resulting decrease in resolution has been previously demonstrated, but is 

expected to have a significant effect only under a combination of high intensities and 

especially large two-photon action cross section (> 1000 GM cross section at 1 mW of 

excitation power delivered to the imaging plane)[162]. Our observation of constant 

measured bead size with increasing imaging depth indicates a negligible influence of 

fluorescence saturation in our phantom experiments [Figure 5.4]. To test for fluorescence 

saturation in our biopsy experiments, we verified that our detected signal scales 

quadratically with excitation at select imaging depths. We measured power dependencies 

of 1.94, 2.00, 1.97, and 1.99 at increasing imaging depths of z0 = 290, 300, 326, and 356 

μm, respectively. In phantoms, we also observed that the signal from the identified beads 

scaled to the power of 1.98±0.05 at each 100 μm imaging depth increment.  

We also tested for the presence of photobleaching in 2PAM of the biopsy by 

measuring the ratio of the average signal of the first and last image taken at every image 

plane. Each imaging plane was raster scanned 8 times at 3 frames per second. We found 

an average ratio of 1.002 for the biopsy, and no trend for photobleaching at larger 

imaging depths [Figure 5.8].  
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Finally, we note that in general, both fluorescence saturation and photobleaching 

become more prominent effects at higher excitation intensities. We found in phantoms 

and Monte Carlo simulations that the rate of power increase necessary for maintaining 

constant fluorescence detected is close to that required to deliver constant fluence to the 

focal point. Thus, tough in some cases we imaged with greater than 100 mW delivered to 

the sample surface, the intensity delivered to the imaging plan at large depths is not 

significantly greater than that delivered to the imaging plane when imaging the sample 

surface. In conclusion, we expect that fluorescence saturation and photobleaching did not 

appreciably influence the results presented herein.  

5.3.7. Maximum imaging depth 

Figure 5.9 (a) summarizes the maximum imaging depth found in phantom 

experiments, Monte Carlo simulations, and the analytical model for samples with 

different scattering lengths and staining inhomogeneities. The approximate position of 

our biopsy is also indicated, based on extraction of optical properties from biopsy images. 

Because we estimated an ls of 90 μm in the first 2 mean free scattering lengths, and an ls 

of 120 μm in the last mean free scattering length in Section 5.3.3, we use a bulk ls of 100 

 
Figure 5.8: Photobleaching test. 
A plot of the ratio of average pixel intensity observed before and after excitation shows 

no observable photobleaching.  
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μm for positioning the biopsy region. We found reasonable agreement between the three 

approaches, with experiments matching the models slightly better for longer scattering 

lengths and higher staining inhomogeneities. This difference is likely due to the 

increasing influence of small heterogeneities in our shorter scattering length phantoms, 

such as spatial variations in fluorescein and polystyrene bead concentrations. The Monte 

Carlo model showed a slightly weaker dependence of maximum imaging depth on 

scattering length, partially due to the effect of inhomogeneous collection efficiency.  

The maximum imaging depth in the biopsy was slightly less than expected from a 

phantom with similar optical properties (ls = 100 μm and χ = 20). We believe this 

difference is due to the presence of specimen-induced aberrations. Although we could 

measure the spots size with depth in agar phantoms, there are no bright, fluorescent, sub-

diffraction limited features in human biopsies that can be used to reliably measure the 

excitation spot size. But because the maximum imaging depth was within ~20% of that 

measured in similar phantoms in which we demonstrate that there is no appreciable 

specimen-induced aberrations, we believe that the out-of focus fluorescence is still the 

dominant factor in reducing deep 2PAM imaging contrast in biopsies.  

Normalizing the maximum imaging depth by n

mz = zm/ s, we observe a logarithmic 

dependence of n

mz
 
on  s [Figure 5.9 (b)]. The origin of the dependence of n

mz  on  s comes 

from the fact that as the distances are scaled down by  s, the photons responsible for the 

background fluorescence are confined to smaller volumes while the photons generating 

focal volume signal pass through a constant size signal volume. The dependence of n

mz
 

on ls has not been reported before, and has significant implications in comparing 

maximum achievable imaging depths among samples with different scattering lengths. 

We recall that Theer et al., and Leray et al. found that two-photon imaging depth were 

limited to 4.5  s and 6  s in samples with large  s and small χ [11],[131]. If one were to 
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extrapolate those results to samples with scattering lengths commonly found in epithelial 

tissues, the predicted maximum imaging depth would significantly overestimated [Figure 

5.9 (b)].  
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Figure 5.9: Maximum imaging depth summary. 
(a) The maximum imaging depth determined by the depth at which Q = 1. (b) 

Expressing the maximum imaging depth in terms of scattering mean free paths, we 

observed a linear dependence of maximum imaging depth on log( s). Data are plotted 

from phantom measurements, as well as analytical and Monte Carlo models. 
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5.4. CONCLUSIONS 

With recent technological advances in 2PAM, including the development of 

2PAM systems more relevant for in-vivo optical biopsy[12-15], it is increasingly 

important to understand how out-of-focus background fluorescence affects image 

contrast and ultimately limits imaging depth. In this paper, we presented experimental 

data and a computation model that describes the gradual contrast decay of two-photon 

fluorescence imaging with increasing imaging depth for samples with a variety of 

scattering lengths and staining inhomogeneities relevant to 2PAM of epithelial tissues. 

We found maximum imaging depths significantly smaller than those observed in brain 

tissue. The reasons for a shorter maximum 2PAM imaging depth in epithelial tissue are 

that the maximum imaging depth decreases with decreasing scattering length, and that the 

very low staining inhomogeneities typical encountered in 2PAM of epithelial tissues 

leads to increased out-of-focus fluorescence generation. Based on this analysis, we expect 

that given range of optical properties typical of epithelial tissue, the 2PAM image 

contrast decays to one at imaging depths of approximately 160 and 500 μm for scattering 

lengths of 40 and 120 μm, respectively.  

In this chapter, we only considered conventional 2PAM. However, more 

sophisticated approaches could extend 2PAM imaging depth and contrast by temporal 

focusing[163],[164], differential aberration imaging[165], optical clearing[166],[167], 

and/or spatial filtering[11],[168]. It would conceivably also be possible to extend imaging 

depth by using longer wavelength excitation light[169],[170] to probe dimmer intrinsic 

fluorophores that have higher wavelength absorption bands, or by using higher order 

excitation (e.g. three-photon excited fluorescence).  
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Chapter 6  
Multiphoton-induced luminescence  

from gold nanoparticles  

6.1. INTRODUCTION 

This chapter presents a detailed exploration of multiphoton-induced luminescence 

(MPL) from gold nanoparticles. The goal is to quantify the two-photon action cross 

sections (σTPA) of a variety of gold nanoparticles and understand how σTPA relates to 

various laser and sample parameters. Towards this goal, the physical properties of several 

gold nanoparticle samples were characterized. The linear absorbance was modeled for 

each sample using their size and aspect ratio distributions, then calculated absorbance 

values were compared to measurements to accurately determine nanoparticle 

concentrations. The calculated linear absorption and scattering cross sections also provide 

some insight into the sample properties influencing MPL. We present a system to probe 

the spectrally-resolved nonlinear optical properties of gold nanoparticles as a function of 

excitation intensity, wavelength, pulse duration (τp), and polarization. The three major 

findings of this chapter are: (1) gold nanoparticles can exhibit extraordinarily large σTPA 

values on the order of 10
4
-10

6
 GM, which are significantly larger than any previous 

reports; (2) MPL deviates from the τp
-1

 dependence for short pulse durations, which 

provides evidence that the mechanism for MPL generation in gold nanoparticles is 

sequential rather than simultaneous two-photon absorption; and (3) gold nanoparticles 

exhibit third- and fourth- order luminescence generation, especially at lower emission 

wavelengths and longer pulse durations. 
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6.2. NOMENCLATURE OF GOLD NANOPARTICLE SAMPLES 

Gold nanoparticle samples used in this chapter are referred to as ‗GNS‘ to 

indicate gold nanospheres, or ‗GNR‘ for gold nanorods, followed by the wavelength in 

nanometers of the linear absorbance peak. In GNR samples, a ‗-25‘ suffix indicates 25 

nm specified axial width rather than a 10 nm width, and a ‗-p‘ suffix denotes a 

polyethylene glycol (PEG) coating rather than a hexadecylcetyltrimethylammonium 

bromide (CTAB) coating. The PEG and CTAB coatings add a thickness of approximately 

5 nm around the perimeter of the gold nanorods[171]. GNSs are surrounded by sodium 

citrate ions. Stock solutions of each sample were diluted such that the peak absorbance 

was approximately one. All nanoparticles were stored at room temperature, except the 

GNS630, which specified storage at 4° C. We found excellent stability (evaluated by 

constant absorbance spectra over time) in all samples, except the PEG-coated one, for 

over a period of greater than one year.  

1. GNS530: Gold nanosphere sample prepared using a citrate reduction growth method 

to create a diameter of approximately 50 nm with a linear absorption centered at 530 

nm. Specifically, 30 mg of gold chloride was mixed into 300 mL of ultrapure 

deionized water. In a separate solution, 456 mg of tribasic sodium citrate was added 

to 40 mL of ultrapure deionized water. The gold solution was stirred and heated to 

boiling. 2.64 mL of the sodium citrate solution was added to the gold solution and 

stirred at boiling for an additional 5 minutes to complete the reduction[172-174].  

2. GNS630: Gold nanosphere sample with a specified diameter of 150 nm and a linear 

absorption centered at 630 nm. Purchased from BBI Research Inc.
©

 (EM.GC150/4).  

3. GNR750-25: Gold nanorod sample with a specified width x length of 25 x 86 nm, a 

peak linear absorption centered at 750 nm, and a CTAB coating. Purchased from 

Nanopartz
©

. 
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4. GNR780: Gold nanorod sample with a specified width x length of 10 x 38 nm, a peak 

linear absorption centered at 780 nm, and a CTAB coating. Purchased from 

Nanopartz
©

. 

5. GNR808p: Gold nanorod sample with a specified width x length of 10 x 41 nm, a 

peak linear absorption centered at 808 nm, and a PEG coating. Purchased from 

Nanopartz
©

. 

6. GNR840: Gold nanorod sample with a specified width x length of 10 x 45 nm, a peak 

linear absorption centered at 840 nm, and a CTAB coating. Purchased from 

Nanopartz
©

. 

6.3. PHYSICAL PROPERTIES 

We characterized the physical dimensions of each nanoparticle sample with high 

resolution field emission scanning transmission electron microscopy (TEM). A 2 μL 

volume from the stock solution of each sample was air dried on a copper grid from Grid 

Tech
©

 (Cu-400CN). Imaging was performed on Hitachi S-5500 TEM at 150k 

magnification. Representative images of each sample are shown in Figure 6.1. 
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To characterize the physical dimensions of the nanoparticles in each sample, we 

used a custom image analysis algorithm implemented in ImageJ [Figure 6.2]. Each image 

was converted to a binary mask with a threshold set at the average pixel value plus twice 

the pixel standard deviation. To remove small artifacts and smooth the nanoparticle 

shapes, images were eroded twice for a 3 pixel (1.9 nm) perimeter loss, followed by a 3 

pixel dilation [Figure 6.2(b)]. A particle counting program found particles within the 

expected size range [Figure 6.2(c)]. Finally, an ellipse was fit to each particle found, and 

 
Figure 6.1: TEM images of nanoparticle samples. 
(a) GNS530, (b) GNS630, (c) GNR750-25, (d) GNR780, (e) GNR808p, and (f) 

GNR840. Labels in (b) show how the length (ℓ) and width (w) are defined for a 

nanosphere. Scale bars are 50 nm.  
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the dimensions of the long and short axis for each particle were recorded. We counted 30 

to 300 particles to get the size distributions in each sample. The GNS630 TEM images 

were analyzed by manual measurement. 

A typical size distribution scatter plot of the GNR780 sample is shown in Figure 

6.3. We observed a small percentage of nanospheres in the nanorod samples. Defining a 

nanosphere as an object with an aspect ratio less than 2, this sample had 6% nanospheres. 

From the positive slope of a linear fit to the scatter data, there is some correlation 

between the length and width distributions, i.e., the ℓ and w values are not independently 

distributed. 

 
Figure 6.2: TEM Image processing sequence for characterizing size distribution 

of GNR780. 
(a) High resolution TEM images were acquired of each nanoparticle sample. (b) Binary 

image of same region after binary thresholding and erosion/dilation. (c) Resulting 

particles found from a particle counting algorithm. Note that typical images were much 

larger field of view—only a subset of a typical image is shown here. 
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Our average measured dimensions were significantly different than the 

manufacturer‘s specifications [Table 6.1]. The average aspect ratio, which is important 

for determining the extinction peak[175], is reported as the average measured from each 

particle, rather than the ratio of the average length to the average width. We found a 

slight, but important, ellipticity in the small-diameter nanospheres, which we found must 

be taken in to account to properly model the absorbance spectrum. 

 
Figure 6.3: Plot of measured lengths and widths of GNR780 nanoparticles. 
Blue dots are measurements of 430 individual nanorods. Dotted lines are drawn at 

constant aspect ratios (AR) of 1, 2, 3, and 4. Black dot is average measured length and 

width for this sample. 
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6.4. LINEAR OPTICAL PROPERTIES 

6.4.1. Absorption and scattering cross sections 

Measurements 

We measured the linear absorbance for each sample with a path length of 0.95 

cm. The normalized linear absorbance spectra are summarized in Figure 6.4. The smaller 

nanospheres (GNS530) exhibit a narrow absorption peak at 520 nm which is 

characteristic of a dipole resonance. In the larger gold nanosphere sample (GNS630), the 

broad, quadrapolar resonance becomes dominant, though the dipolar resonance is still 

visible in the spectrum as a shoulder at 520 nm. Gold nanorod samples exhibit two peaks 

at the short and long axis resonances. 

Sample Coating 

Specified 

Length 

[nm] 

Specified 

Width 

[nm] 

Measured 

Length 

[nm] 

Measured 

Width 

[nm] 

Measured 

Aspect Ratio 

GNS530 Citrate - - 54 ± 5 44 ± 4 1.21 ± 0.10 

GNS630 Citrate 150 150 173 ± 6 161 ± 10 1.07 ± 0.05 

GNR750-25 CTAB 86 25 76 ± 6 25 ± 3 3.05 ± 0.38 

GNR780 CTAB 38 10 54 ± 10 14 ± 4 3.95 ± 0.99 

GNR808p PEG 41 10 39 ± 6 9 ± 1 4.24 ± 0.66 

GNR840 CTAB 45 10 43 ± 7 9 ± 2 4.75 ± 1.05 

Table 6.1: Measured nanoparticle dimensions. 
Measured values are reported as mean ± standard deviation. Specified dimensions were 

taken from manufacturer, if available. Note that average aspect ratios are not the ratio 

of average length to average width, but rather, the average of the aspect ratios of each 

individual particle. 
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Simulations 

We simulated the absorbance spectrum for each particle, based on the size and 

shape measurements found in Section 6.3. These simulations were important for two 

reasons: (1) the knowledge of the extinction coefficient allows for accurate determination 

of particle concentration, and (2) simulating the absorbance allows us to understand the 

relative roles of scattering and absorption that contribute to the total extinction coefficient 

of the particle. The GNS630 sample could be effectively modeled as a sphere of 150 nm 

using Mie theory, which is an exact solution for the interaction of electromagenetic 

 
Figure 6.4: Measured linear absorbance of gold nanoparticle samples.  
Gold nanorod absorbance exhibit the expected double peak—the peak around 520 nm is 

from light interacting parallel to the short axis of the rod, while the NIR peak is from 

light interacting parallel to the long axis of the rod. Drawings above the absorbance plot 

show the relative sizes of the physical cross section of an average particle from the 

sample with the corresponding the absorbance peak directly below. Data are normalized 

to a peak absorbance of one. 
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waves with spheres. We calculated the absorption and scattering cross sections of all non-

spherical shapes using a Discrete Dipole Approximation (DDA) that takes into account 

the size distribution and orientation of the nanoparticles[176]. 

For all nanoparticle samples, the colloidal solutions were simulated at intervals of 

20 nm across a range of wavelengths from 400 to 900 nm in a water environment. We 

assumed the particles were far enough apart to be simulated as isolated particles in all 

cases. The complex gold refractive index at the irradiation wavelength was obtained from 

a curve fit to experimentally determined refractive index values for bulk gold, and then 

corrected for size-related surface damping according to the Drude equation with a 

modified damping constant. DDA breaks apart a simulated geometry into small cube 

sections across which the induced dipole polarization from the incident light is assumed 

to be constant, and is a well-established technique for simulating the SPR of colloidal 

nanoparticles[59]. We observed that the GNS530 sample consisted of elliptical particles, 

and thus they were simulated as spheroids with a short axis diameter of 44 nm and an 

aspect ratio of 1.2.  

To reproduce the features observed in the absorbance spectra of gold nanorods, 

we simulated rod shapes at 4 different orientations with respect to the incident light 

polarization and propagation directions. Specifically, we simulate the nanorod long axis 

along the x, y, z, and [111] directions for light propagating in the z direction with linear 

polarization along the x axis. We also simulate a size distribution of plus/minus one 

standard deviation in the nanorod length at constant width to account for plasmonic peak 

broadening due to the size distribution of the nanorods. The GNR780, GNR808p, 

GNR840 samples were simulated as hemispherically-capped cylinders with aspect ratios 

3.95, 4.25 and 4.75, respectively. The GNR750-25 sample was found to have an 

hourglass-like shape with a tapered midsection. We simulated the particles in this sample 
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as an elliptically-capped rotationally-symmetric shape with a sinusoidally-varying 

midsection. This rod had an aspect ratio of 2.77 with a diameter of 28 nm. For all 

samples, we use a minimum of 48 dipoles across the diameter of the nanorod to minimize 

shape discrepancy and improve the cross-sectional accuracy of the results.  

The results of a typical simulation for the GNR 780 sample, in comparison to the 

measured absorbance are shown in Figure 6.5. The shape around the peak absorbance 

matches reasonably between the measurement and simulation, while there is a larger 

error in simulating the lower wavelength peak. We believe this discrepancy is due to the 

simulation only accounting for gold nanorods, while we do observe a small percentage of 

nanospheres in each solution. Including a contribution from nanospheres in our 

simulations would increase the absorbance at 500 to 550 nm, and simulated absorbance 

would more closely match the observed values.  
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 For each simulated sample, we can compare the scattering and absorption cross 

section. For larger particles, the extinction is dominated by scattering while for smaller 

particles, the extinction is dominated by absorption. This is consistent with other 

results[59]. A summary of the absorption and scattering cross sections at the peak 

wavelength and at 780 nm is shown in Table 6.2. These values will be referred to later in 

qualitative explanations for the magnitudes of SHG and MPL. 

 
Figure 6.5: Comparison of measured and simulated absorbance for GNR780. 
The measured absorbance had significantly broader bandwidth than that of a single gold 

nanorod due to the size distribution of the sample. Summing the contributions of the 

mean-sized gold nanorod (DDA Mean GNR), weighted by 0.65, a single gold nanorod 

with the mean plus one standard deviation length (DDA +σ), weighted by 0.175, and a 

single gold nanorod with the mean minus one standard deviation length (DDA -σ), 

weighted by 0.175, the measured absorbance is much more closely matched. Black line 

is measured absorbance. Dotted lines are DDA simulations of 3 differently sized 

nanorods. Solid blue line is resulting simulated absorbance. All plots are normalized to 

one. 



 101 

6.4.2. Absorption and scattering coefficients 

For applications involving more than superficial imaging, some care must be 

taken when using contrast agents that may alter the bulk optical properties of the sample. 

Thus the change in scattering coefficient (Δμs) and absorption coefficient (Δμa) from 

adding these nanoparticles to a sample are important to understand. These are related to 

the cross sections by: 

         [   ]    (7.1) 

        [   ]     (7.2) 

where [GNP] is the molar concentration of gold nanoparticles and NA is Avogadro‘s 

Number. We typically had concentrations of approximately 100 pM of gold nanoparticles 

in the final solution of densely labeled cells. With the GNR780 sample, this concentration 

amounts to an increase in the peak scattering and absorption coefficients of 0.05 cm
-1

 and 

Sample 

Peak 

Absorbance 

Simulated 

[nm] 

Model 
Ca

Peak
 

[μm
2
]  

Cs
Peak

 

[μm
2
] 

Ca
780

 

[μm
2
] 

Cs
 780

 

[μm
2
] 

Ca
780

/ 

Cs
780 

GNS530 536 DDA 6.5∙10
-3

 9.1∙10
-4

 1.3∙10
-4

 4.6∙10
-5

 2.7 

GNS630 634 Mie 1.1∙10
-2

 8.9∙10
-2

 3.3∙10
-3

 5.0∙10
-2

 0.07 

GNR750-25 754 DDA 6.5∙10
-3

 1.8∙10
-3

 2.5∙10
-3

 1.6∙10
-3

 1.5 

GNR780 788 DDA 2.3∙10
-3

 1.0∙10
-4

 2.1∙10
-3

 8.9∙10
-5

 23.4 

GNR808p 805 DDA 8.2∙10
-4

 1.2∙10
-5

 5.4∙10
-4

 7.6∙10
-6

 71.6 

GNR840 838 DDA 9.3∙10
-4

 1.4∙10
-5

 2.4∙10
-4

 3.5∙10
-6

 68.7 

Table 6.2: Calculated linear absorption and scattering cross sections. 
DDA and Mie calculations provide the cross sections of each particle sample with 

an average size from Table 6.1 at the peak absorbance wavelength and at 780 nm 

(DDA calculations were performed by R.K. Harrison). The peak absorbance from 

the simulated geometries was very close the measured absorption peak. As expected, 

the largest particle (GNS630) primarily scatters the light, while all the other samples 

primarily absorb light. For nanorods, these values include a 0.33 normalization 

factor that accounts for an isotropic orientation relative to the excitation 

polarization. 
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1.3 cm
-1

, respectively. The scattering and absorption coefficients of skin at 780 nm are on 

the order of 100 cm
-1 

and 1 cm
-1

, respectively[33],[36]. Given these values, we expect 

that the absorption of the sample will significantly increase (approximately doubled in 

this case) at 780 nm. Indeed, one sign of successful labeling of sample is that the sample 

pellet is a dark purple color. However, the extinction coefficient, which is the sum of the 

scattering and absorption coefficient, ultimately governs the nonlinear imaging depth in a 

sample. Even with the addition of nanoparticles, the tissue extinction coefficient is 

dominated by the tissue scattering. Using the values presented above, the mean free path 

of a 780 nm photon in epithelial tissue decreases from 99 μm without the nanorods to 98 

μm with the addition of 100 pM GNR780 nanorods. This approximate calculation is 

consistent with previous experiments, in which we observed no significant change in 

extinction coefficient in gold nanorod labeled tissue phantoms[92].  

The scattering anisotropy value, g, has been previously measured to be in the 

range of 0.1 - 0.6 for gold nanospheres and nanorods in water at 780 nm[177]. This 

parameter is important for applications involving diffuse imaging, where imaging depths 

scale with the transport corrected scattering, or in methods that rely on backscattered light 

from nanoparticles as the source of contrast. However, for nonlinear imaging, signal 

generation is determined by ballistic photons [Figure 5.2 (c)], and g has a relatively small 

influence on nonlinear excitation. 

6.5. CALCULATION OF NANOPARTICLE CONCENTRATIONS 

We calculated the peak molar extinction coefficients, ϵ, from the peak effective 

cross sections calculated in Section 6.4.1 by: 

       (  
       

    )      (7.3) 
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where SF is a factor accounting for the size distribution and a general decrease in cross 

section values and the number of dipoles in the DDA simulations are increased. This 

correction factor was estimated by comparing the extinction from single particles and a 

mixture of different sized particles (e.g. Figure 6.5), and running some simulations with 

an increasing number of dipoles. As the number of dipoles were increased, the cross 

sections were found to decrease asymptotically by ~10%. We determined the correction 

factor to be approximately 0.6 for gold nanorod samples, 0.7 for the GNS530 sample, and 

0.9 for the GNS630 sample. We then used the measured peak absorbance values of each 

sample to estimate their molar concentration in units of nanoparticles per volume [Table 

6.3]. Our calculated extinction coefficients are approximately 2.5 times higher than those 

specified from Nanopartz, which results in an expected concentration 2.5 times lower 

than that specified. The exception is the GNR780 sample, in which we also observed a 

large discrepancy between the measured and specified average size. In this sample, our 

calculated extinction coefficient is eight times higher than that specified. The specified 

concentrations from Nanopartz are poor approximations because they are calculated 

using an extinction coefficient determined by an inaccurate model—the simulation of 

cross sections by Mie-Gans theory[178]. In this method, the nanorods are simulated by 

ellipsoids. However, the actual geometry is pill-shaped, or hemisphere-capped shaped, 

and must be modeled numerically[179].  

The most common way to estimate ϵ  for gold nanorods is by inductively coupled 

plasma mass spectrometry (ICP), which allows the quantification of gold atoms in a 

solution[180],[181]. However, this method generally overestimates the nanoparticle 

concentration, as nanospheres and unreacted gold ions add significant mass to the ICP 

measurement, but have an insignificant contribution to the longitudinal absorbance. An 

alternative method has previously been implemented, which gold nanorods on a thin film 
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are counted with atomic force microscopy (AFM) and the extinction of the film is 

measured[182]. These extinction values reported in the literature are closer to our 

measurements than the Nanopartz specifications [Table 6.3]. 

 

6.6. NONLINEAR LUMINESCENCE PROPERTIES 

6.6.1. Experimental setup 

We measured the MPL behavior of all samples as a function of excitation 

wavelength, emission wavelength, excitation power, polarization, and excitation pulse 

duration. To vary these parameters independently, we implemented a system that 

incorporates six major parts: (1) an ultrafast laser excitation source; (2) a computer 

controlled power attenuator; (3) a single grating, double-pass pulse stretcher; (4) an 

Sample εspec 
[M-1 cm-1] 

εlit 
[M-1 cm-1] 

εmodel 
[M-1 cm-1] 

Cspec 
[pM] 

Clit 
[pM] 

Cmodel 
[pM] 

GNS530 - 1.5×10
10[183] 

(1)
 2.8×10

10
 - 67 

(1)
 36 

GNS630 - - 5.4×10
11

 - - 1.9 

GNR750-25 1.1×10
10

 - 2.7×10
10

  87 - 37 

GNR780 9.8×10
8
 4.4×10

9 [182] 7.7×10
9
 1,020 230 130 

GNR808p 1.0×10
9
 4.6×10

9 [180] 2.7×10
9
 980 227 370 

GNR840 1.1×10
9
 5.5×10

9 [180] 3.1×10
9
 870 182 330 

Table 6.3: Nanoparticle molar extinction coefficients and concentrations. 
Comparison of peak extinction coefficients and resulting concentrations 

from Nanopartz (ϵspec, Cspec), reports in previous literature for similar 

particles (ϵlit, Clit), and our characterization (ϵmodel, Cmodel). Concentrations 

are calculated from solution with a peak absorbance of exactly 1 in a 1 cm 

pathlength cuvette. 
(1)

 Extinction and concentration for perfectly spherical 

gold nanosphere. Our calculation included the ellipticity of our measured 

particles. 
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interferometric autocorrelator; (5) a laser scanning microscope; and (6) a spectrometer 

and photomultiplier detection system [Figure 6.6]. 

 
Figure 6.6: Nonlinear optical properties experimental setup. 
The linearly polarized, ultrashort pulses from the excitation source (Mai Tai) are 

attenuated with a pair of half wave plate (HWP) and polarizing beam cubes (PBC). 

Depending on the desired configuration, the excitation light can then be directed 

straight into the laser scanning microscope, or sent into the pulse stretcher and/or the 

autocorrelator first. Luminescence is epicollected from the sample and directed to a 

spectrometer or a photomultiplier tube (PMT). Double arrows indicate moving parts. 

QWP: quarter wave plate, M: mirror, FM: flip mirror, EF: emission filter, BS: beam 

splitter, SM: scanning mirror, L: lens, S: beam stop, G: diffraction grating.  
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Excitation source and power attenuator 

The laser source is a Ti:Sapphire oscillator, tunable in the range of 760 to 880 nm, 

with an average power of 1 W (Newport, MaiTai). At an excitation wavelength, λx, of 

780 nm, the output of the laser source had a spectral bandwidth of 7.5 nm and a pulse 

duration of 120 fs. The repetition rate, R, was 80 MHz. We measured the pulse duration 

at the sample plane of the nonlinear microscope, τp, to be 250 fs (FWHM) when 

bypassing the stretcher. The 1/e
2
 beam diameter is 2.1 mm exiting the cavity. To have 

precise control over the laser power, we found that reflective neutral density filters were 

insufficient. Instead, we used two sets of half wave plates and polarizing beam cubes to 

continually adjust the power. One of the half wave plates was adjusted by a computer 

controlled actuator, providing 0.01° resolution, corresponding to a worst-case attenuation 

resolution of approximately ±0.08% at λx = 780 nm (Newport, PR50PP, 10RP52-2). This 

value is corresponds to the change in excitation power when the HWP is adjusted at the 

steepest rate of transmission change versus angle change. Using the two attenuators in 

series allowed us to continuously attenuate the excitation power from less than 0.4 dB to 

greater than 40 dB within the range of λx = 760-820 nm 

Pulse stretcher/compressor and autocorrelator 

We built a single grating, double pass pulse stretcher, similar to the designs of 

[184],[185]. The grating had a line spacing of 1480 lines/mm grating with an 800 nm 

wavelength blaze. We used a 2‖ diameter focusing lens (f = 200 mm) and mirror to allow 

enough space for the light to reflect off the grating twice. To adjust the pulse duration, the 

lens and mirror after the grating were positioned on an optical rail that could slide tens of 

centimeters [Figure 6.6]. This apparatus can impart negative or positive GDD on our 

excitation pulse, and vary the pulse duration at the objective focal plane from 220 fs to 
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beyond 8 ps. With proper alignment, the pulse duration could be tuned with no 

observable change in system power transmission, or an significant misalignment. 

To measure the autocorrelation of our excitation pulse at the sample, we used a 

Michelson interferometer with a computer controlled delay arm. Changing the distance of 

one arm of the interferometer changes the temporal overlap of excitation pulses at the 

focal plane. The resulting autocorrelation was analyzed to find pulse duration at the 

sample, as described in Section 3.3.2 and Figure 3.4 (b). We characterized the effect of 

the pulse stretcher position, s, on the excitation pulse duration at the objective focal plane 

using the autocorrelator and an Olympus 20x/0.75NA air objective. The pulse duration as 

a function of stretcher position is shown in Figure 6.7. When not performing an 

autocorrelation, we found it necessary to bypass the autocorrelator, as even with the 

autocorrelator stationary, minute vibrations in the system caused the intensity at the focal 

plane to fluctuate rapidly. 
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Laser scanning microscope 

The inverted laser scanning microscope used a pair of galvometric mirrors to scan 

the beam through two relay lenses (f = 75 mm / f = 160 mm), and into the back aperture 

of an Olympus 20x/0.75 air objective with a 13.5 mm back aperture. A key parameter of 

this system that was considered for sensitive MPL measurements is the focal spot size. 

We purposely underfilled the back aperture of our objective to have large excitation focal 

volumes. This large volume allowed us to probe many nanoparticles simultaneously at 

low intensities, while utilizing the full NA for large solid-angle epicollection. The 1/e
2
 

beam diameter of the laser beam at the objective back aperture was 4 mm, giving a fill 

 
Figure 6.7: Focal plane pulse duration as a function of stretcher position. 
The change in measured pulse duration, τp, was nearly linear with stretcher position, s. 

The zero GDD position is 25.5 cm. Below this point, the stretcher imparts negative 

GDD on the pulse, while sliding the stretcher above this point adds positive GDD. A 

linear best fit is shown that relates τp in femtoseconds to s in centimeters by the 

equation: τp [fs] = -916 s [cm] + 24,208, for 17 cm ≤ s ≤ 26 cm. 
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factor of 0.3. At 780 nm excitation, we measured an IPSF
2
 of 1.4 ± 0.2 μm and 9 ± 1 μm 

FWHM in the lateral and axial dimension, respectively. These numbers represent the 

average ± standard deviation across measurements of ten fluorescent beads (Invitrogen, 

100 nm diameter FluoSpheres) embedded in a 2% agar gel. The dimensions of the linear 

intensity distribution (the IPSF) are a factor of √2 larger than the dimensions IPSF
2
.
 
The 

peak excitation intensity, Ip, was then calculated by using the focal spot area, Af, 

calculated from the 1/e
2
 radius of the excitation intensity by: 

   
   

     
 (7.4) 

The peak excitation intensities used were typically reported as MW/cm
2
, or millions of 

Watts per square centimeter. 

During spectra acquisitions, the scanning mirrors were rotated at 1 kHz at small 

angles, which translated to maximum scanning distances of ±10 μm at the focal plane. 

This scanning method minimized accumulated damage or photobleaching effects, while 

minimizing any likelihood of optical trapping. Because of the large slit size in the 

spectrometer, we found that this lateral movement had no effect on our measurements in 

a fluorescein reference standard. 

Sample 

Samples were placed on a #1.5 coverslip-bottom petri dish (Matek Corp), and 

adjusted relative to the objective lens with a three axis piezo actuator, first to find the 

coverslip/sample interface, and then move a constant 10 μm into the sample. For aqueous 

solutions, samples were concentrated to a peak optical density of 10, and 400 μL was 

placed on the coverslip (resulting in a nanoparticle concentration 10x higher than those 

reported in Table 6.3). For a nanoparticle concentration of 1 nM, using an ellipsoidal 
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focal volume determined by the IPSF (~25 fL), the average nanoparticle concentration is 

approximately 15 particles per focal volume. In a homogenously dispersed solution at 

this concentration, a nanoparticle will be separated from its nearest neighbor by an 

average distance 1.2 μm. 

To examine the polarization dependence of the luminescence, we analyzed 

stationary particles dried on a coverslip. We prepared these samples by diluting the stock 

solution five times (to a peak optical density of 0.2), depositing 5 μL of the dilute 

solution on a #1.5 coverslip, and evaporating the solvent at 90° C. 

Spectrometer/PMT 

Nanoparticle luminescence was detected by either a spectrometer or a PMT. We 

used an SRS163 nonimaging spectrometer (f/3.6) with 163 mm focal length, a 300 

line/mm grating (500 nm blaze), and a 100 μm x 3 mm slit (Andor Technology). We used 

an f/4 focusing lens so that no light would be lost outside of the acceptance cone of the 

spectrometer, assuming perfectly collimated light from the objective (Thorlabs D = 25 

mm, f = 100 mm). We verified that the small amount of focal point movement from the 

scanning mirrors did not appreciably affect spectra or photon counts from a sample of 

fluorescein. The 100 μm slit also played the role of a spatial filter, rejecting some of the 

scattered MPL light that is not collimated out of the objective. This filtering of the 

scattered light was important to our cross section measurements that are made in 

reference to fluorescein, because a constant collection efficiency is required for an 

accurate measurement, and fluorescein and nanoparticles scatter visible wavelength 

emission quite differently. Our spectrometer was cooled with a thermoelectric cooler 

(TEC) with an additional liquid cooling unit that flowed 25° C water through the TEC 

heatsink. We found the liquid cooling unit to be essential for low signal measurements, as 
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it allowed us to reduce the detector temperature from -60° C to -75° C. This 15° 

temperature change led to a decrease of dark current by one order of magnitude, in 

agreement with the specifications. 

Many previous studies on nonlinear luminescence from nanoparticles ignore the 

far red regions of the luminescence spectra by using non-ideal emission filters and 

dichroic mirrors[186],[97],[187]. We used ion-beam-sputtered filters that are relatively 

flat up to 750 nm, while performing deep attenuation of the laser bandwidth (OD > 7 

above 760 nm). Our dichroic mirror limits the spectral sensitive of our system to 380 nm 

to 720 nm. We calibrated the wavelength response of our spectrometer using a NIST-

traceable Tungsten-Halogen lamp and precision current source (Optronic Laboratories, 

245 and OL 65A). The actual spectrum was divided by the measured spectrum to 

determine a correction factor, CF [Figure 6.8]. To get a smooth calibration, we fit a 5
th

 

order polynomial function to the CF, resulting in: 

                                                      (7.5) 

All spectra presented in this chapter were multiplied by this correction factor. This 

calibration ensured the shape of the luminescence we recorded reflects the actual spectral 

content of the emission. Acquisitions were done over 4 accumulations at 10 second 

exposures, with full vertical binning and 4 pixel horizontal binning to improve signal to 

noise ratio.  
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For select experiments, we validated our spectrometer results by measuring 

luminescence with a PMT and select emission filters. The PMT allows for greater 

sensitivity at lower excitation intensities, at the loss of spectral resolution. All 

measurements in this chapter are background corrected by subtracting the signal obtained 

with equivalent laser parameters and deionized water as the sample. The background 

signal was almost entirely above 700 nm, and from 700 nm to 720 nm, it amounted to 

less than a 30 counts per second (cps) at 600 μW average power and 780 nm excitation 

 
Figure 6.8: Spectrometer system response and calibration. 
The spectral system response of the objective, dichroic mirror, and excitation filters was 

determined using a NIST-traceable lamp. The actual spectrum of this lamp is plotted 

from the specifications, the measured spectrum was taken with the lamp placed above 

the objective, with a diffuser close the objective focal plane. The system was more 

sensitive to higher wavelengths, indicated by the smaller correction factors at the higher 

wavelength end of the spectrum. The useful range of the spectrometer system was 380 

to 720 nm. We used a 5
th
 order polynomial fit to the correction factor to obtain a smooth 

calibration. 
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wavelength. Occasional 2-3 pixel signal peaks from cosmic rays were removed manually 

by setting the pixel spikes to the average value of the adjacent pixels[188]. 

6.6.2. Spectral features of nanoparticle luminescence 

This section presents a qualitative comparison of the MPL spectra of each of the 

gold nanoparticle samples in solution. In general, the MPL spectra from gold 

nanoparticles are very broad and significantly red-shifted compared to band-gap 

fluorophores. All experiments presented in this section were performed bypassing the 

pulse stretcher and autocorrelator, which resulted in a measured pulse duration of 250 fs 

at the objective focal plane. 

Comparing the spectral features of MPL from each nanoparticle sample, we 

observe appreciable second harmonic generation (SHG) peaks only in the nanosphere 

samples [Figure 6.9 (a)] and in the largest size nanorod sample [Figure 6.9 (b)]. As 

expected, significant SHG signal correlates to samples with low Ca/Cs ratios summarized 

in Table 6.2. As the MPL is epicollected, the harmonically generated light must scatter 

backwards to be detected. Therefore the relative size of the SHG peaks to the broad MPL 

outside λx/2 is a function of the scattering of the sample, and is not directly indicative of 

relative magnitude of signal generated at the focal volume. 
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For 780 nm excitation, MPL rose nearly monotonically up to the limit of our 

system sensitivity range at 720 nm. For 880 nm excitation, MPL peaked at slightly lower 

wavelengths—approximately 680 nm. This 680 nm peak is commonly attributed to the X 

 
Figure 6.9: Spectral features of MPL in nanospheres and nanorods  
Normalized MPL of nanospheres and nanorods illuminated with 780 nm excitation light 

(panels (a) and (c), respectively) and 880 nm excitation light (panels (b) and (d), 

respectively). Note that maximum MPL counts are normalized to 1, i.e. the relative 

brightness between samples cannot be inferred from this plot. 
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symmetry point in the first Brillouin zone of gold[39],[189],[190]. One important feature, 

which will be discussed more in the following section, is the presence of luminescence 

below λx/2, which has also been reported by other groups[191-194]. This contrasts to 

two-photon excited fluorescence, which, by energy conservation, must be at larger 

wavelengths than λx/2. Thus we would expect that MPL in this spectral range should 

increase at a faster than quadratic rate with increasing excitation intensity (three- or four- 

photon induced luminescence). To investigate this hypothesis, we studied the dependence 

of the spectrally resolved MPL on excitation intensity. This approach will also verify that 

the high wavelength MPL observed here is not due to bleed through of the excitation 

light[195]. 

6.6.3. Dependence of MPL on excitation intensity 

We investigated the dependence of MPL on excitation intensity in two ways. 

Using the spectrometer, we recorded MPL counts as we increased power. We also 

measured the MPL response to power changes with a PMT and a variety of bandpass 

emission filters. In both methods, we found that different spectral regions of the 

nanoparticle MPL increased at different nonlinear rates. In all cases, we found that lower 

wavelength luminescence increased at higher nonlinear orders than the higher wavelength 

MPL (i.e. MPL at 400 nm increased at higher rates than MPL at 650 nm).  

To start, we tested a fluorescein sample, which serves to validate our method—we 

expect that all regions of the fluorescence should quadratically increase with excitation 

power. We prepared a 25 μM solution of fluorescein (Fluka) in a pH 12 buffer, and 

recorded spectra for increasing power. As we exponentially increased the power in 

approximately 10
0.1

 intervals, we observe that the emission shape is constant and 

emission counts increase at intervals of 10
0.2 

[Figure 6.10 (a)]. Looking at the emission 
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profiles on a logarithmic scale, we see that the emission counts are spaced at equal 

increments for the exponentially increasing excitation power [Figure 6.10 (b)]. We also 

visualized the nonlinear trends by taking the ratio of two full spectra at two different 

excitation powers and dividing the spectral ratio by the ratio of the power increase (i.e. 

~1.26). The result describes the nonlinear order at which each wavelength behaved 

during the power increase. As we expected, fluorescein exhibited a quadratic dependence 

on excitation power across its entire emission spectra [Figure 6.10 (c)]. We also looked at 

the integration of photon counts within fixed emission wavelengths, and found a slope of 

~2 on the double-logarithmic MPL vs. Ip plot, as the power was increased within each 

emission window [Figure 6.10 (d) - (f)]. We tested fluorescein and rhodamine 6G in 

every condition applied to gold nanoparticles, and found no deviations in these trends at 

different pulse durations, excitation powers, excitation wavelengths, or emission 

windows. 
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Figure 6.10: Nonlinear emission profile of fluorescein 
25 μM fluorescein at λx = 780 nm, τp = 250 fs. (a) Emission counts versus wavelength for 

exponentially increasing peak intensity, Ip, from 34 MW/cm
2
 to 700 MW/cm

2
 (30 μW to 614 μW 

average power). (b) Same data as (a), but plotted on logarithmic scale. (c) Ratio of spectrum for 

several different powers divided by the power ratio. Thus a value of 2 indicates a second order 

process. (d), (e), and (f) Sum of MPL emission counts versus average power within ranges of 475 

to 525 nm, 575 to 625 nm, and 390 to 720 nm, respectively. Best fit linear lines to data above a 

total of 1000 counts per second (cps) are shown with resulting slope. 
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Applying this analysis to the GNR780 sample, we found several interesting 

deviations from the quadratic power dependence that we observed in fluorescein and 

rhodamine 6G experiments [Figure 6.11]. Qualitatively, the shape of the luminescence 

curve changes with excitation power, including the formation of a low wavelength peak 

around 520 nm [Figure 6.11 (b)]. This shape change with varying excitation powers is 

indicative of different order processes and/or saturation effects. Looking at the spectral 

ratio, we observe that for constant excitation wavelength, at lower luminescence 

wavelengths, the luminescence increases at nonlinear orders of up to four, while at higher 

wavelengths, the nonlinear rate of increase is closer to second order [Figure 6.11 (c)].  
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Figure 6.11: Nonlinear emission profile of GNR780 
1 pM GNR780 at λx = 780 nm, τp = 250 fs. Same format as Figure 6.10. We observe 

higher order nonlinearity at lower luminescence wavelengths. Saturation can be 

observed at excitation intensities above ~ 300 MW/cm
2
 (d-f).  
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At peak excitation intensities greater than ~300 MW/cm
2
 (corresponding to an 

average intensity of 61 μJ/cm
2
 per pulse), the luminescence begins to saturate, and lower 

order power dependencies are observed. Plasmon saturation has been observed recently 

in two reports. Pelton et al. observed the onset of plasmon saturation at average 

intensities of approximately 32 μJ/cm
2
 per pulse at 800 nm excitation of similarly-sized, 

single gold nanorods[196]. Park et al. found evidence of plasmon saturation in colloidal, 

randomly oriented, gold nanorods[197]. They observed that when excited at resonant 

wavelengths at above 1.5 nJ per pulse (approximately 1.9 GW/cm
2
), the absorption from 

the gold nanorods begins to be dramatically reduced[197]. In both studies, though the 

origin of the plasmon saturation was not fully elucidated, the saturation was attributed to 

changes in the mechanisms of damping of the surface plasmon and possibly the 

generation of highly energetic electrons[196],[197]. There are some differences in these 

previous studies and our results. Pelton et al. probed a single gold nanorod aligned to the 

electric field of the excitation light, while our setup and Park et al. probed an ensemble of 

different nanorod sizes at isotropically distributed orientations with respect to the electric 

field. Both Pelton et al. and Park et al. measured the transient linear transmission (and 

corresponding linear absorption) rather than the multiphoton induced luminescence. 

However, one would expect that the observation of a reduction in linear absorption would 

correspond to a change in MPL, especially in the case where MPL is a result of 

sequential linear absorption events, which we will provide evidence for in Section 6.6.4. 

Though the majority of previous MPL studies with nanoparticles report a second 

order dependence[92],[93],[97],[186],[198-203], the range reported is typically small, 

and measurements tend to be noisy and difficult to interpret. In these studies, the peak 

intensities, if indicated, are typically in the GW/cm
2
 range. We note that slopes taken in 

our experiments at this range (above our saturation threshold) would also yield slopes 
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close to 2. We also reproduce this observation using high numerical aperture focusing in 

Chapter 7. Some reports do show nonlinear dependencies that are non-integer orders, 

with values that range from 2.2 to 7[191],[194],[187],[204],[205].  

In Figure 6.11 (a), the different rates of increase across the luminescence spectra 

result in a dramatic peak at 520 nm forming at high intensities. A similar phenomenon 

was reported previously in an experiment that probed large nanorods fabricated on a 

substrate with ultrafast excitation[191]. This low wavelength luminescence was attributed 

to white-light supercontinuum generation, while the longer wavelength luminescence was 

believed to be MPL. We will demonstrate evidence for an alternative possible origin for 

this higher order dependence in Section 6.6.4. 

Across all nanoparticle samples and excitation wavelengths, we observed a higher 

order nonlinear dependence at the lower wavelengths of the luminescence range [Figure 

6.12]. Slopes were measured by fitting lines at the lower range of Ip used in each sample. 

There was no clear dependence of nonlinear slope on excitation wavelength, that is, the 

slopes observed were not necessarily higher or lower when different samples were 

excited with higher or lower excitation wavelengths.  
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We also tested the dependency of MPL on excitation power in a PMT with a 

series of different bandpass emission filters. The higher sensitivities afforded by a PMT 

allowed us to probe MPL at slightly lower peak excitation intensities. We observed the 

same trends found in the spectrometer experiments. In the GNR780 sample, we found a 

slope of 3.5 through a 436 ± 10 nm bandpass filter (Chroma D436/20x), a slope of 3.0 

 
Figure 6.12: Measured slope vs. λx for fluorescein and nanoparticle samples. 
While fluorescein gave a constant quadratic dependence of luminescence on excitation 

power, our gold nanoparticle samples exhibited a more complicated relationship. One 

trend observed over all nanoparticle samples and excitation wavelengths was that the 

lower wavelength luminescence (shown here as red dots) increased at higher rates with 

excitation power than higher wavelength luminescence (green dots). 
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through a 515 ± 7 nm filter (Chroma HQ515/15m), a slope of 2.4 through a 617 ± 36 nm 

filter (Semrock FF01-617/73), and a slope of 2.8 across the whole detectable range, with 

only the 720 nm low pass laser blocking filter in place [Figure 6.13].  

The GNS630 sample exhibited weak broadband MPL. However, we did observe a 

strong backscattered second harmonic generation signal. The SHG signal was well-

behaved—it scaled quadratically with excitation power and was centered at half the 

excitation wavelength [Figure 6.14]. Similarly, the SHG signal observed in other samples 

with small Ca/Cs ratios scaled quadratically. 

 
Figure 6.13: MPL vs. average excitation power for GNR780 detected with PMT. 
We used a PMT for MPL detection with 15 to 800 MW/cm

2
 peak intensity, with 

various bandpass filters. We observed the similar dependencies found with the 

spectrometer as the detector. Excitation wavelength was 780 nm and the pulse duration 

was 250 fs. 
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6.6.4. Dependence of MPL on pulse duration 

Qualitative description 

As described in Section 2.4.5, two-photon excitation in conventional band-gap 

fluorophores requires near-simultaneous absorption of two photons. This process can be 

thought of as excitation through an intermediate virtual state, with an extremely short 

lifetime. The lifetime, τi, of this virtual state dictates the timescale of this interaction, 

 
Figure 6.14: Second harmonic generation signal from 160 nm diameter gold 

nanospheres. 
Top: Emission was centered at half the excitation wavelength. Bottom: SHG signal 

increased quadratically with peak excitation intensity. Units of Ip are MW/cm
2
. No 

appreciable MPL was observed from this sample. 
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which was approximated to be 0.1 fs in Section 2.4. For excitation pulse durations much 

longer than this lifetime (τp ≫ τi), an electron sitting in this intermediate state will decay 

before it sees most of the remaining photons in the excitation pulse. In this case, the 

fluorescence rate will strongly depend on the pulse duration. However, as τp approaches 

τi, an electron in the intermediate state stays there long enough to interact with most of 

the photons in the excitation pulse. At this limit, as the pulse duration becomes shorter 

and the fluorescence rate becomes independent of τp. This limit has not been explored 

experimentally in band gap fluorophores because: (1) it is difficult to create excitation 

pulse durations below a few femtoseconds while maintaining the short pulse durations 

through a high NA objective, and (2) the spectral bandwidth of an excitation pulse grows 

linearly with a decrease in pulse duration to maintain the time-bandwidth product—and 

as the pulse duration drops below ~10 fs, the spectral bandwidth outgrows the two-

photon absorption linewidth of most molecular fluorophores, leading to inefficient 

excitation[206].  

In the case of MPL, the lifetime of the intermediate state is believed to be much 

longer than 0.1 fs. Unlike multiphoton excitation with a bandgap fluorophore, MPL from 

gold nanoparticles is excited at the linear absorption bands of the nanoparticle. As a 

result, the intermediate state is not a forbidden one, and is not determined by the 

Heisenberg relationship (i.e. ΔE is ~0 in Eq. (1)). The band structure diagram in Figure 

6.15 illustrates one proposed scheme for two-photon induced luminescence in gold 

nanoparticles[39],[198]. In this model, the lifetime of the intermediate state is governed 

by the relaxation time of the holes created in the sp band. The lifetime of this sp hole has 

been measured in nanowires and gold films to be on the order of 0.2 - 1 

ps[87],[198],[207]. Because our excitation pulse duration can be varied from 200 fs to 
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greater 8 ps, we expect to be able to detect the deviation from the luminescence 

dependence on τp
-1

.  

Mathematical description 

In this section, we derive an equation for the TPL rate as a function of pulse 

duration by modeling the processes illustrated in Figure 6.15 with a set of rate equations 

(following the approach taken by Biagioni et al.[198]). We assume that the rate of MPL 

emission is proportional to the rate of d holes produced in the second step of the two-

photon absorption. The rate of change in hole density in the sp band below the Fermi 

level is equal to the rate of electrons excited from this band to sp band above the Fermi 

 
Figure 6.15: Band structure of gold near the X and L symmetry points showing 

sequential one photon absorption. 
One proposed mechanism for MPL in gold is absorption in a two step process: (1) The 

first photon excites electrons from the sp conduction band below the Fermi energy level 

(EF) to the sp conduction band above the Fermi energy level via an interband transition. 

(2) A photon excites an electron from the d band to combine with the hole produced in 

the sp conduction band. The excited electron from step (1) can then radiatively decay 

when it relaxes to the hole created in step (2). Modified from [208]. 
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level, minus the loss of hole due to relaxation and recombination with electrons excited 

from the d band to the sp band. Conversely, the rate of change in hold density in the d 

band is equal to the rate at which electrons are excited from the d to the sp band minus 

the rate of d band holes lost to relaxation. The rate equations for these processes can be 

formulated as: 

    

  
             

   

   
              (7.6) 

   

  
              

  

  
  (7.7) 

where Nsp and Nd are the densities of holes in the sp and d bands, N is the electron density 

in the sp conduction band, σsp→sp and σd→sp are the cross sections for the first and second 

absorption events, respectively, F(t) is the instantaneous excitation intensity, and τsp and 

τd are the relaxation times of the holes in the sp and d bands, respectively. In the small 

perturbation regime, where Nsp≪N, the third term in Eq. (7.6) can be ignored. Taking the 

Fourier transform of Eqs. (7.6) and (7.7), the rate equations be rewritten as: 

 ̂      (
       

          
)  ̂    (7.8) 

 ̂     (
     

         
)  ̂       ̂     (7.9) 

where the carrot (‗^‘) indicates the Fourier transform of the function over ordinary 

frequency, ξ, and ‗ ’ denotes a convolution. Combining Eqs. (7.8) and (7.9) and taking 

the inverse Fourier transform, we obtain an expression for the instantaneous density of 

holes in the d band: 
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       )  (    ∫  
 

 

                
 

  
), (7.10) 

where      is the Heaviside step function. For the purposes of our experiments, we are 

interested in the time-averaged rate of two-photon luminescence, 〈   〉. Assuming the 
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excitation source consists of pulses separated by the inverse of the laser repetition rate, 

vrep
-1

, the time averaged density of holes in the d band, 〈  〉, is given by: 

〈  〉      ∫      
    

  

 

  (7.11) 

Combining Eqs. (7.10) and (7.11), we can use Fubini‘s theorem to separate the integral of 

the convolution to a product of integrals. In the limit where the excitation pulses are far 

enough apart in time to act independently of each other (τd ≪ vrep
-1

), the expression for 

〈   〉 can be reduced to: 

〈   〉  〈  〉                       

  ∫     ∫  
 

 
            

 

 

  
 

  

 
(7.12) 

To gain more insight into the parameters affecting 〈   〉, we can define F(t) as the 

product of a constant and a time-dependent function:                   where Epulse is 

the total number of photons contained within a single excitation pulse, A is the area of the 

focused spot, and hδ(t) is a time-dependent function which describes the temporal profile 

of the excitation pulse and is normalized to integrate to one. The time-independent 

constants can then be taken out of the integrals and the TPL rate is given by: 

〈   〉                       (
      

 
)
 

  ∫      ∫  
 

 
             

 

 

  
 

  

 
(7.13) 

From this equation, we see that TPL increases linearly with the cross sections from each 

linear sequential absorption event, the excitation pulses per second (vrep), and longer d 

band hole relaxation times. The quadratic dependence of TPL on excitation intensity is 

correctly derived by the (        )
 
 term.  



 129 

The integration terms in Eq. (7.13) describe the influence of the excitation pulse 

dynamics and the lifetime of the intermediate state. For τsp,≪τp,, which is the regime 

typically probed in conventional band-gap fluorophores, the TPL rate is proportional to 

the integration of the squared energy per pulse, which scales as τp
-1

. For τsp≫τp, on the 

other hand, the TPL rate is proportional to the integral of the pulse autocorrelation, which 

is independent of τp. This result is consistent with the qualitative discussion in the 

preceding section. 

 Experimental results 

We tested the MPL versus pulse duration for gold nanorods and nanospheres (the 

GNR780 and GNS530 samples). Again, we also tested fluorescein and rhodamine 6G as 

a validation set, which should exhibit a τp
-1

 dependence. We changed the pulse duration 

from 220 fs to 8.5 ps. Typical results for the total integrated luminescence (380 to 720 

nm) as a function of excitation power and pulse duration in a gold nanoparticle sample 

and fluorescein are shown in Figure 6.16. As in Section 6.6.3, the GNR780 sample 

exhibited a nonlinear order of slightly greater than two. We also observe the onset of 

saturation around the same intensity regime (170 μW, or peak intensities of 

approximately 200 MW/cm
2
) as found in Section 6.6.3. Plotting the luminescence vs. 

pulse duration, we observe the expected τp
-1

 dependence in the fluorescein sample, and a 

clear deviation from this dependence at pulse durations shorter than ~ 4 ps in the 

GNR780 sample [Figure 6.16 (b)]. 
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To compare the observed luminescence vs. pulse duration to the model described 

in Eq. (7.13), we assume a Gaussian pulse shape: 

      √
      

 
(
 

  
)  

            

   
  (7.14) 

The trend from Eq. (7.13) is then normalized to give the same initial value as the 

experiments and compared to measurements in the GNR780, GNS530, and fluorescein 

samples. We observed good fits to the nanorod, nanosphere, and fluorescein sample using 

τsp lifetimes of 500, 1000, and 0.1 fs, respectively [Figure 6.17]. 

 
Figure 6.16: MPL vs. excitation intensity and pulse duration for fluorescein and 

GNR780. 
(a) Luminescence vs. excitation power for given pulse durations in 25 μM fluorescein 

and 1 nM GNR780. Saturation is observed above 170 μW average power in the 

GNR780 sample with 250 fs pulse duration. (b) Luminescence vs pulse duration for 

increasing excitation power. The fluorescein behaves as expected for a conventional 

band gap fluorophore. GNR780, on the other hand, deviated from the τp
-1

 dependence 

for τp < 4 ps. The starred line in (b) is used to compare to our model in Figure 6.17 

because it doesn‘t exhibit saturation effects. 
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The ability to match the observed luminescence trend by the model described in 

Eq. (7.13) provides evidence that TPL is due to a sequential two-step absorption process 

rather than simultaneous two-photon absorption. However, the model does not match the 

measurement exactly—it predicts a purely quadratic dependence of MPL on excitation 

power, whereas we observe nonlinear order of slightly greater than two, and increasing 

nonlinearity at longer pulse durations [Figure 6.18]. 

  
Figure 6.17: Comparison of experiment and model for MPL vs τp.  
Luminescence vs pulse duration for Fluorescein, GNR780, and GNS530 at constant 

average powers of 420, 85, and 500 μW, respectively (dots). Lines are the result of 

modeling the MPL using Eq. (7.12) and normalizing to match the luminescence values 

at the shortest pulse duration. Blue and green solid lines are for the GNR780 and 

GNS530 samples with a τsp of 500, and 1000 fs, respectively. Dashed lines are for 

models with twice and half the τsp modeled in the respective solid lines. The red line is a 

τp
-1

 fit to the fluorescein measurements.  
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A nonlinear absorption cross section that increases with pulse duration has been 

reported previously in experiments with thin gold films. Rotenberg et al. observed an 

increase in the nonlinear absorption by two orders of magnitude as they increased pulse 

duration from 0.1 to 5.8 ps [Figure 6.19][209]. They explained the dependency of the 

nonlinear absorption on pulse duration by the change of the electron temperature during 

the duration of the excitation pulse. For long pulse durations, the electrons have enough 

time to change temperature, increasing the effective absorption coefficient. 

 
Figure 6.18: Nonlinear order observed in GNR780 at λx = 780 nm versus pulse 

duration. 
We observed increasing contribution of higher order nonlinear effects at longer pulse 

durations within shorter emission windows. This result is consistent with other 

findings, which attributed the phenomena to white light supercontinuum generation 

(WLSC). 
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Incorporating a nonlinear absorption cross section into the rate equations 

described in Eqs. (7.6) and (7.7), the deviation from the quadratic dependence of MPL on 

excitation power can be appropriately modeled. We substituted the linear cross section 

term in Eq. (7.6) with a term which contains the linear cross section and an intensity-

dependent nonlinear one: 

                       (7.15) 

We solved the new rate equations numerically with a Runge-Kutta method. We 

found that as the quantity I βeff / σsp→σsp becomes large, MPL becomes proportional to 

Pavg
3
, and as it goes to zero, MPL is proportional to Pavg

2
. If both cross sections in Eq. 

(7.7) (                   are modeled to have a nonlinear component, the MPL rate can 

show a second- to fourth- order power dependence, depending on the values of the σ and 

β parameters, and the intensity regime simulated. Furthermore, based on the data from 

Figure 6.19, the increase in slope with increasing pulse duration that we observe in our 

measurements [Figure 6.18] can be reproduced with this model. Figure 6.20 plots the 

simulations of MPL rates vs. pulse duration and excitation power for moderate I βeff / 

 
Figure 6.19: Nonlinear absorption coefficient (β) dependence on pulse duration. 
Using a z-scan technique, β of a thin gold film was observed to linearly increase with 

pulse duration. Squares are experiments, circles are simulation points, and the line is to 

guide the eyes. Figure from [209]. 
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σsp→σsp values. Pollnau et al. have also explored models using excited state absorption 

and energy-transfer upconversion to explain complex nonlinear dependencies in 

multistate systems[210]. 

In conclusion, we have found that unlike two-photon excited fluorescence in 

bandgap fluorophores, MPL rate is weakly dependent on excitation pulse duration for 

pulse durations shorter than several hundred femtoseconds (below the lifetime of the 

 
Figure 6.20: Simulated MPL rates vs. pulse duration and excitation power for 

sequential nonlinear absorption. 
Numerical solutions to sequential absorption with a nonlinear expansion to the cross 

sections. This model exhibits a deviation from the τp
-1

 dependence for small τp (a). 

Using the trend of βeff with pulse duration from previous studies [209], we expect an 

increasing slope on the MPL vs. power curve for longer pulse durations (b). Using this 

model, we find that slopes of 2 to 4 are possible, depending on the ratio of β to σ, which 

could explain our experimental observations.  
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intermediate state). This observation can be accurately explained by the sequential photon 

absorption hypothesis[39],[198], using an intermediate state lifetime of approximately 

500 fs. This lifetime value is in good agreement with previous studies, assuming the 

origin is the relaxation of holes in the sp conduction band[87],[198]. The higher order 

nonlinear dependencies of MPL on excitation power, which become more prevalent at 

longer pulse durations, can be explained by either or both of the absorption cross sections 

being modeled with a nonlinear component whose contribution increases with pulse 

duration.  

6.6.5. Quantification of two-photon action cross section 

In Sections 6.6.3 and 6.6.4 we showed that instead of a purely second order 

process, the MPL from gold nanoparticles exhibits a slightly higher order nonlinear 

dependence on excitation power. At the shortest pulse durations we can achieve in our 

system (220 fs), we found a log(MPL) vs log(P) slope of 2.3 to 2.5 if the whole 

luminescence spectrum is considered and a slope of 2.1 to 2.3 when monitoring only the 

higher luminescence wavelengths. Because MPL is a complex, non-quadratic process, the 

traditional two-photon action cross section does not apply. In this section we calculate an 

effective cross section by comparing measurements performed at short pulse duration and 

low excitation power regions from gold nanoparticles and to a reference dye of known 

two-photon action cross section (fluorescein). In these regions, the slopes observed are 

relatively close to two. This measuremt, of course, is meaningful only when paired with 

the excitation pulse duration, since the measured effective two-photon action cross 

section will increase with increasing pulse duration for pulse durations less than the 

lifetime of the intermediate state. It is also worth noting that this strategy results in a 

conservative calculation of nanoparticle σTPA; using longer pulse durations or comparing 
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brightness at higher Ip values (while still below the saturation threshold) would result in 

larger values of σTPA. 

Theoretical development 

In this section we derive the relationship between the rate of emission photons 

and the parameters of our system and sample, and then compare predicted rates to our 

measured values. Following the work of Xu and Webb[211], we can calculate the 

expected number of emission photons produced under our experimental conditions. The 

instantaneous rate of detected emission photons,      [photons s
-1

], is related to the rate 

of two-photon-absorbed photons,      [photons s
-1

], the fluorescence quantum yield, η2, 

and the system collection efficiency, ϕ, by: 

     
 

 
           (7.16) 

As a second order process,     , is related to the square of the excitation intensity,   

[photons s
-1

 cm
-2

], the concentration of the molecule,   [molecules cm
-3

], and the two-

photon absorption cross section, δ [units of GM, or 10
-50

 cm
4
 s photons

-1
] in a sample 

volume   [cm
3
] by: 

         ∫     ⃑      ⃑       
 

   (7.17) 

Given a homogenous distribution of fluorescent molecules, and in the absence of 

saturation and photobleaching,   and δ are constant in time and space and can be 

removed from the integral. Assuming the intensity can be separated into a spatially- and 

temporally-dependent expression,    ⃑             , we can rewrite Eq. (7.17) as:  

             
    ∫     ⃑ 

 

   (7.18) 
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Substituting Eq. (7.18) into Eq. (7.16), the time averaged fluorescence emission rate is 

then: 

〈    〉  
 

 
      〈  

    〉∫     ⃑ 
 

   (7.19) 

The average intensity squared can be rewritten in measurable terms utilizing the second-

order temporal coherence parameter   = 〈  
    〉 〈     〉

 : 

〈    〉  
 

 
       〈     〉

 ∫     ⃑ 
 

   (7.20) 

For a Gaussian temporal distribution, g is           [212], where f is the pulse 

repetition rate, and τ is the pulse duration FWHM. Neglecting absorption and scattering 

loss, the average intensity is related to the average excitation power, P, by the lateral spot 

size, which is defined by the excitation wavelength, λ, and the numerical aperture, NA: 

〈     〉  〈    〉
    

  
 (7.21) 

The spatial distribution of the excitation light has been evaluated numerically for thick 

samples to be approximately[211]: 

∫     ⃑ 
 

   
    

     
 (7.22) 

where n is the index of refraction of the sample. Combining Eqs (7.20)-(7.22), we arrive 

at an expression for the time averaged rate of emission photons: 

〈    〉  
 

 
       

  〈    〉 

  
 (7.23) 

With this expression we calculate the expected signal acquired by our detector. For cross 

section measurements with fluorescein, all the parameters are approximately known, so 

we also compare the theoretical rate of detected emission photons to the measured rate. 

Finally, we note that the product of δ and η2, called the two-photon action cross section 

(σTPA ), is the relevant measure of brightness for a fluorophore. It describes the magnitude 
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of the emission to be expected for a given excitation intensity, and as a result, is easier to 

measure and the more often reported value for two-photon excitation fluorophores. 

Collection efficiency 

We estimate the collection efficiency of our system by finding the average 

throughput of each element in the detection path. To determine the throughput of our 

objective, ϕobj, we calculate the effective numerical aperture using geometric ray tracing 

at the refractive index mismatch induced by the sample [Figure 6.21]. 

From Figure 6.21, using Snell‘s law, the effective angular numerical aperture is: 

   
   

      (
            

       
)  (7.24) 

The collection efficiency of the objective is then simply the product of the fractional solid 

angle collected and the transmission efficiency of the objective, Tobj: 

     
 

 
         

   
       (7.25) 

In our cross section experiments, we used an Olympus 20x/0.75NA objective 

(UPLSAPO), with an average Tobj of 0.89 throughout the visible range. Our objective 

throughput, assuming nmedia = 1 and nsample = 1.33, is ϕobj = 0.078. 

 
Figure 6.21: Determination of effective collection angle. 
Due to refractive index mismatch (air to water), the collection angle of our objective, 

   
   

  is less than the angular numerical aperture,    . 
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The throughput of the rest of our detection path was calculated by the 

specifications of each component. The throughputs of our dichroic mirror (Semrock 

FF720), focusing lens (Thorlabs f = 100 mm), and excitation blocking filter (Semrock 

FF01-750) in the visible range, are ϕdc = 0.92, ϕfl = 0.96, and ϕef = 0.98, respectively, 

from the manufacturer‘s specifications. Assuming the emission light collected out of the 

objective is perfectly collimated, we estimate the only loss coupling the light into the 

detector is from the grating efficiency, ϕgr = 0.65. The spectrometer detector was a cooled 

back-illuminated CCD (DV401-BC, Shamrock). Using the average quantum yield as the 

source of loss in the CCD, the throughput of the detector is approximately ϕdet = 0.95. 

Out total emission detection throughput can then be found by: 

                             (7.26) 

With an estimated value for system collection efficiency, we can now use Eq. 

(7.23) to estimate emission detection rate in our system and compare to an experiment 

with fluorescein. The values used are summarized in Table 6.4. The calculated and 

predicted emission rates for fluorescein in a pH 12 buffer solution are displayed in Figure 

6.22.  
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Though of the same order of magnitude, our measured emission rate is 

approximately 2-4x less than the predicted rate. This difference could be due to a number 

of factors, including (1) the model does not account for any collection efficiency losses 

from misalignment or deviations of optical element performance from specifications; (2) 

Parameter Symbol Value Units 

Wavelength  λ  [760, 780, 800, 840, 880] nm 

Index of refraction n 1.33  

Two-photon action cross 

section 
σTPA [36, 37, 36, 12, 11] cm

4
 s photons

-1
 

Collection efficiency Φ 0.04  

Concentration C 
25 μM 

=1.50×10
16

 molecules cm
3
 

Second order temporal 

coherence 
g 3.00×10

4
  

Excitation Power P 
[244, 244, 251, 654, 689] μW 

=[9, 9, 10, 28, 30]×10
14

 photons s
-1

 

Table 6.4. Parameters used in calculating absolute emission counts for fluorescein.  

Two-photon action cross sections for fluorescein are from[213]. 

 
Figure 6.22: Measured vs. predicted emission counts of fluorescein. 
The rate of emission photons collected from a fluorescein solution is within a factor of 

four of that predicted from Eq. (7.23). 
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the focusing lens into our spectrometer is not an achromat, so we expect some system 

loss coupling into the spectrometer from chromatic aberrations; and (3) the second order 

temporal coherence was calculated from a measured autocorrelation, which resulted in a 

pulse duration of τFWHM = 250 fs. However, the temporal pulse shape is likely more 

complicated than the smooth Gaussian assumed, but after the autocorrelation, any rapid 

changes in the pulse envelope are smoothed out[114]. (4) Finally, though Eq. (7.23) is 

independent of NA for perfect Gaussian focusing, an aberrated beam may introduce focal 

spot dependencies—for complicated intensity distributions, it may be difficult to predict 

S
2
.  

The absolute two-photon action cross section can be measured by Eq. (7.23) 

[97],[213]. However, the equation is sensitive to a number of parameters that are difficult 

to characterize. As a result, given the values from measured emission rate for fluorescein, 

we would have measured a two-photon action cross section that is two to four times 

lower than the actual value. Consequently, we adopt a different technique that utilizes a 

reference measurement to a molecule with a known two-photon action cross section, 

    
 , and is independent of focal spot geometry, g, and ϕ [214].  

Measurement of the two-photon action cross section by reference standard 

If the two photon action cross section for a reference molecule (    
   is known, 

the ratio of the emission rates for an unknown sample, 〈     〉, to the reference, 〈     〉 

eliminates some of the dependencies of Eq. (7.23). For similar emission spectra, the 

collection efficiencies are approximately equal. At the same excitation wavelength, g and 

λ also cancel out, leaving us with: 

〈     〉

〈     〉
 

      
 〈     〉

 

      
 〈     〉 

  (7.27) 
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Rearranging Eq. (7.27), we find an expression with which we can calculate     
  by 

measuring the emission from the sample compared to a reference dye of known      
 : 

    
   

  〈     〉    
 〈     〉

 

  〈     〉〈     〉 
  (7.28) 

This equation has been used previously to calculate σTPA of different fluorophores using 

fluorescein as a reference [214]. It requires that both measurements are taken within a 

intensity regime where two-photon emission dominates the signal and there is no 

appreciable signal from other sources, such as second harmonic generation (SHG), three-

photon excited (3PE) emission, or white light supercontinuum (WLSC) generation. 

Because these phenomena have been observed from plasmonic nanoparticles under 

ultrafast excitation, we use a modified approach. Instead of measuring the emission 

counts at a single excitation power, which is given to the error in the power calibration 

and to that inherent in a single emission measurement, we compare the intercept, β, of a 

line with a slope of two fit to a plot of    〈     〉 vs    〈     〉. That is: 

   〈    〉      〈    〉     (7.29) 

     
〈    〉

〈    〉 
. (7.30) 

Now substituting Eq. (7.30) into Eq. (7.28), 

    
    (     )    

   

  
  (7.31) 

where βs and βr are the intercepts of best fit lines to the logarithmic emission vs. power 

plots for the sample of interest and the reference sample, respectively.  

 Because we observe a deviation from a pure second order dependence of MPL on 

excitation power, we take the MPL measurements at the lowest excitation intensities. 

Thus, we find βs for a slope of two line that is fit at excitation intensities of 30-60 

MW/cm
2
. We also measure all cross sections at a short pulse duration (250 fs). The cross 
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section we measure may be more appropriately described as the effective two-photon 

action cross section because due to the non-quadratic relationship between MPL and Ip, 

and the deviation of MPL from a τp
-1

 dependence, there is a small difference in measured 

values when fitting βs at different intensity regimes and pulse duration. For the 

measurements presented here, we took the most conservative estimates of the effective 

two-photon action cross section—at short τp and small Ip, the σTPA we calculate is 

significantly smaller than it would be if we used different excitation parameters.  

Results 

We validated our method by measuring the σTPA of fluorescein using a separate 

fluorescein measurement as a reference, and comparing a rhodamine 6G σTPA 

measurement to values found in the literature [214]. Fluorescein was prepared at 25 μM 

concentration in a pH 12 buffer, and rhodamine 6G was prepared at a 100 μM 

concentration, diluted in methanol. We found excellent agreement between consecutive 

measurements of fluorescein, and with published values of rhodamine 6G [Figure 6.23]. 
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We measured the σTPA of each nanoparticle sample listed in Section 6.2 [Figure 

6.24]. Cross sections were calculated based on the concentration values found in Section 

6.5, using a 25 μM solution of fluorescein in a pH 12 buffer as the reference. Outside of 

the SHG signal reported in Figure 6.14, the GNS630 sample exhibited negligible MPL 

and its cross section is not compared in this section.  

 
Figure 6.23: Validation of reference fluorophore technique for calculating σTPA  
Using fluorescein as a reference, the calculated σTPA for a second fluorescein 

measurement and a rhodamine 6G sample (measured values) compare well to values 

reported in the literature (actual values). Actual values are from [214]. 
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Several trends can be interpreted from this data. Most noticeably, the σTPA of both 

gold nanospheres and nanorods are many orders of magnitude larger than fluorescein and 

rhodamine 6G. Moreover these measured σTPA are comparable or larger than the brightest 

quantum dots reported, which are in the range of 10,000-50,000 GM [162]. For all 

samples, the σTPA either decreased or stayed constant above 800 nm excitation 

wavelength. This is even true for the GNR840 sample, which has twice the absorption at 

840 nm than it does at 780 nm [Figure 6.4 and Table 6.2]. Considering the relatively fast 

nonradiative relaxation times of the sp and d band holes, we expect a large number of low 

energy emission photons in any excitation configuration. Thus, for a fair comparison of 

 
Figure 6.24: Measured two-photon action cross sections of gold nanoparticles 
Two-photon action cross sections, σTPA¸ were measured relative to a sample of 25 μM 

fluorescein in pH 12 buffer. All nanoparticle solutions were used at concentrations 

necessary to have a peak absorbance of 10. FL: fluorescein, R6G: rhodamine 6G. 
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absolute σTPA at larger excitation wavelengths, the dichroic and excitation filters should 

be adjusted to a constant energy difference below the excitation wavelength. It is possible 

that if our detection system was sensitive to luminescence up to 820 nm, the GNR840 

sample excited at 840 nm would produce more MPL photon counts than we measured in 

our current setup. There is some correlation between the linear absorbance peaks and 

σTPA—the GNR756 and GNR 780 samples were brightest at 760 and 780 nm excitation, 

respectively. The GNS530 sample which has very little change in linear absorption from 

760 nm to 880 nm showed only a very slight decay in brightness as the excitation 

wavelength was increased. 

One way meaningful way of comparing the σTPA data between different particles 

and molecules is to normalize measurements by the geometric cross section and by the 

particle volume. The size of individual fluorescein and rhodamine 6G molecules is 

assumed to be a sphere with radius 5.9 Å [215]. The measure of brightness per area or per 

volume of contrast agent is useful for some imaging applications where the concern for 

delivery, toxicity, or target density might influence the type of particle chosen. Though 

the absolute σTPA of gold nanoparticles are many orders of magnitude larger than 

fluorescein and rhodamine 6G, when normalized by the physical cross section and 

volume, the brightness amongst contrast agents is more similar, with the exception of the 

gold nanospheres, which are noticeably dimmer per volume [Figure 6.25]. Comparing to 

quantum dots, which have reported σTPA of up to 50,000 GM, and volumes on the order of 

100 nm
3
, we find that gold nanorods can generate up nearly one order of magnitude more 

luminescence per nm
3
 of contrast agent. 
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Comparison of σTPA to previous reports 

Comparing the two previous calculations of gold nanorod σTPA with results from 

similar samples in our study, our values are two to four times larger. Wang et al. 

measured a σTPA of 2,320 at 840 nm excitation by comparing the brightness of a single 

gold nanorod dried on a coverslip to a single rhodamine 6G molecule [51]. For a 

similarly sized particle, we measured a σTPA of 10,000 at 840 nm excitation. Zijlstra et al. 

calculated a σTPA of 30,000 at 760 nm excitation by measuring the emission photon 

 
Figure 6.25: Absolute, area-normalized, and volume normalized σTPA of gold 

nanoparticles 
Gold nanoparticles were 3 to 5 orders of magnitude brighter than fluorescein and 

rhodamine 6G per particle. But normalized for the physical area of the particles, 

nanorods are only 1 order of magnitude brighter, and nanospheres are similar brightness 

to fluorescein and rhodamine 6G. When normalized by the contrast agent‘s volume, 

nanorods and the organic fluorophores have similar brightness, while the nanosphere 

sample is orders of magnitude dimmer.  
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counts of gold nanorods embedded in polyvinyl alcohol (PVA) and using Eq. (7.23) [52]. 

For a similarly sized particle, we measured a σTPA of 62,000 at 760 nm excitation. A 

summary of previous measurements of σTPA in gold nanorods and other nanoparticles is 

listed in Table 6.5.  

There are a number of sources of error in the experimental methods of previous 

studies that could contribute to inaccurate σTPA values. Wang et al. used average fluences 

that are well above the saturation fluences we observe (many GW/cm
2
) [51]. This is also 

corroborated by the slope of two they observe, which we can reproduce by measuring 

MPL above the saturation intensity. They use rhodamine 6G and gold nanorods dried on 

a coverslip, but the σTPA of each would be expected to change with in an aqueous 

environment, thus their reference value may be off. Additionally, drying the gold 

nanorods on a coverslip restricts their orientation relative to that expected for gold 

nanorods floating in solution. It is unclear from their experiment whether they compared 

brightness values when the excitation polarization was aligned to the gold nanorod, or in 

some other orientation. Finally, they do not report the measured pulse duration at the 

imaging plane, so, given the results of Section 6.6.4, the effective cross section could 

change by an order of magnitude depending on how long their pulse duration was. The 

values by Zijlstra et al. suffer from some of the same sources of error [97]. Additionally, 

since they rely on a calculated system collection efficiency rather than a reference dye, 

any error in their collection efficiency value linearly affects their reported σTPA. Given the 

many sources of error, our values are surprisingly close to these previous reports. We 

show measured values of similar nanorods and excitation parameters used by Wang et al. 

and Zijlstra et al. in Table 6.5. 
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6.6.6. Polarization dependence 

Setup 

We tested the dependence of MPL on excitation polarization by analyzing images 

of GNR780 nanorods dried on a coverslip. The excitation polarization was adjusted by 

Reference Sample 

    
    

  

[nm] 

   
[nm] 

σTPA 
[GM] Measurement Method 

Gold Nanorods 

This work GNR750-25 750 760 3,500,000 
In solution, fluorescein and R6G 

reference 

Wang et al. 

[51] 

GNR 

48 x 15 nm 
820 830 2,320 

Single particle on coverslip, R6G 

reference 

This work GNR840 840 840 10,000 
In solution, fluorescein and R6G 

reference 

Zijlstra et al. 

[97] 

GNR 

45 x 12 nm 
810 760 30,000 

Single particle in PVA, absolute 

measurement 

This work GNR840 840 760 62,000 
In solution, fluorescein and R6G 

reference 

Other Nanoparticles 

Liu et al. [216] 
Gold Nanodot 

D = 1.3 nm 
-- 800 189 

In solution, Coumarin 480  

reference 

Patel et al. 

[217] 

Silver Nanodot 

D = 2.3 nm 
400, 645 830 50,000 

In solution, fluorescein and R6G 

reference 

Larson et al. 

[50] 

QD 

D =7-14 nm 
710 710 45,000 

In solution, fluorescein  

reference 

Stellacci et al. 

[218] 

Cluster of 

fluorophores 

D = 10 nm 

770 770 90,000 
Compares cluster of 2500 

fluorophores to a single one 

Rahim et. al. 

[219] 

Conjugated 

polymer 

D = 8 nm 

740 740 30,000 
In solution, Fluorescein 

reference 

Table 6.5 Two-photon action cross sections of gold nanorods and other nanoparticles. 

    
    

 is the peak linear absorbance of the sample. λx is the excitation wavelength used. 

The fluence used to probe the MPL, if reported, is indicated. The measurement method 

for determining the two-photon action cross section (σTPA) values are also described. 

Highlighted rows indicate measurements of similarly sized gold nanorods. We found 

reasonable agreement between the two published measurements of gold nanorod σTPA and 

our measurements. Sizes for nanorods are length x width. For spherical particles, sizes 

are described by the particle diameter, D. 
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rotating a half wave plate inserted at the entrance to the laser scanning microscope. We 

used an excitation wavelength of 780 nm and a pulse duration of ~270 fs. Unlike the 

previous luminescence experiments in this chapter, for polarization experiments, we 

attempted to image single gold nanorods. Since this is better accomplished with a smaller 

excitation spot size, we used a higher NA objective (Nikon 40x/1.3 oil) and inserted an 

additional beam expander to overfill the back aperture. The higher NA also increased 

collection efficiency by 3 times over the NA=0.75 objective lens (collection   NA
2
). We 

found that the slight adjustments in the rotation of the half wave plate led to an 

appreciable lateral offset in consecutive images. We used an automated particle-finding 

script written in ImageJ to identify average bead drift over each frame. The offset was 

corrected and identified beads were tracked as the polarization angle was adjusted [Figure 

6.26 (a) and (b)].   

Linear polarization 

Each particle identified in the image in Figure 6.26 (b) was fit with a cosine 

function. We identified the phase shift from the fit of each particle and plotted the raw 

and averaged data from 320 particles in Figure 6.26 (c). Spots that exhibited less than 

10% deviation over the range of polarization were assumed to be clustered and neglected 

in this analysis. The particles exhibited a strong polarization dependence, but due to the 

noise of the data, we are unable to convincingly determine which order cosine offers the 

best fit. There is some discrepancy among previous studies on whether the best fit 

follows a cos
2
 or cos

4
 dependence[39],[92],[186],[204]. In simultaneous two-photon 

absorption, the two excitation photons must be coherent, and a cos
4
 dependence is 

expected. On the other hand, in the sequential absorption model the two excitation 

photons can be incoherent and a cos
2
 dependence is expected[208].  
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Circular Polarization 

The polarization dependence of gold nanorod MPL has been shown to be useful 

for identifying particle orientation [97],[220]. We found good contrast between spots 

 
Figure 6.26: Dependence of MPL on excitation polarization--GNR780 on 

coverslip. 
(a) A maximum projection image from a set of 19 MPL images taken at different 

excitation polarizations at 10° increments. (b) Binary image of particles found in image 

stack. (c) Measurements from individual particles and best fit cosines. Gray dots and 

lines show the measurement data after fitting, aligning, and normalizing. Red circles are 

average signals found at each polarization angle, and error bars represent the standard 

deviation. Due to the measurement noise, it is difficult to determine which order cosine 

fits the polarization dependence best. Inset image defines the polarization angle. 
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illuminated at different polarizations. As expected, all spots that were visible under either 

vertical or horizontal excitation polarization were visible with circularly polarized 

light[221]. The relative signal of a spot at different polarizations could presumably be 

used to determine particle orientation. For example, (0, 1, 0.5) indicates a nanorod which 

horizontally aligned, while (0.8, 0.9, 1.0) indicates a nanorod which is aligned at close to 

45° relative to the horizontal axis [Figure 6.27]. 

6.7. CONCLUSION 

We have measured effective σTPA values in the range 10
4
 –10

6
 GM for gold 

nanospheres and nanorods. The brightest values are, to the best of our knowledge, more 

 
Figure 6.27: Determining orientation of gold nanorods from polarization 

dependence. 
Images of GNR780 gold nanorods dried on a coverslip under vertical (red), horizontal 

(green), and circular (blue) polarized light. The three color images are overlayed 

horizontally offset to visualize the response of the same spot under different 

polarizations. Number sequences, X, Y, Z, represent normalized signal from vertical 

(X), horizontal (Y), and circular (Z) polarization for the spot highlighted in the dotted 

ovals. 
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than an order of magnitude larger than any σTPA reported before. However, given the large 

size of these nanoparticles, when one normalizes σTPA by the size of the particle, the 

amount of luminescence generated per nm
3
 is similar to that from fluorescein and 

rhodamine 6G. However, in many biomedical applications, fluorescence signal is limited 

to a small number of available ligands, or the fluorophore must be attached to a large 

antibody. In these cases, it is advantageous to use a single bright fluorophore rather than a 

large number of dimmer contrast agents. 

Surprisingly, we found a strong deviation of MPL from the τp
-1

 dependence on 

pulse durations that is commonly observed in bandgap fluorophores. MPL is nearly 

constant for pulse durations below ~ 1 ps. This result has not been reported in colloidal 

metal nanoparticles before, but has recently been observed recently in long gold 

nanowires[86]. In addition to providing evidence for the sequential absorption 

mechanism for MPL, this result has important implications for endoscopic nonlinear 

microscopy, where it is often challenging to deliver short pulses and high fluences to the 

sample. It is conceivable that gold nanoparticles will become useful contrast agents in 

systems using picosecond pulse durations for three dimensional microscopy. This result 

also highlights the importance of carefully characterizing the pulse duration at the focal 

volume for MPL studies that use a reference fluorophore to calculate σTPA for metallic 

nanoparticles. We also described how the non-integer and higher order nonlinear 

dependencies we observe in our samples can be explained by incorporating nonlinear 

affects into the sequential absorption model. Using values from previous reports, where 

nonlinear absorption increases with longer pulse durations, reproduce the trends observed 

in our experimental data. Thus the non-quadratic dependence of MPL on average 

excitation power can be explained by sequential nonlinear absorption events.  
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Finally, we note that the results that the origin of MPL in gold nanoparticles is 

sequential absorption and that the effective σTPA values are extremely large may be 

directly related. Looking at Eq. (7.13), the effective σTPA in a sequential absorption 

process may be described as the product of two linear absorption cross 

sections:       and         . Linear absorption cross sections are many orders of 

magnitude larger than the nonlinear ones, even under focused femtosecond excitation. 

Thus, one would expect for the effective σTPA to be much larger in sequentially excited 

particles than the traditional particles which require simultaneous absorption for two-

photon excitation.  
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Chapter 7  
Nonlinear imaging of cancer cells 

with plasmonic contrast agents 

In this chapter, we demonstrate the use of gold nanospheres and gold nanorods as bright 

nonlinear plasmonic contrast agents. Targeting these gold nanoparticles to epidermal 

growth factor receptor (EGFR), an important biomarker for carcinogenesis, we are able to 

perform molecularly specific, three-dimensional imaging of cancer cells in a single cell 

layers, and formed in a tissue phantom. We note that we refer to the luminescence 

observed from gold nanoparticles here as multiphoton luminescence (MPL), rather than 

two-photon luminescence (TPL). In light of the findings in Chapter 6, this is the most 

appropriate term, though the luminescence in gold nanoparticle labeled cells is more 

commonly referred to as TPL[51],[92],[97],[193],[93],[199],[198],[222-225].  

7.1. PREPARATION OF CONTRAST AGENTS 

7.1.1. CTAB coated gold nanorods 

CTAB-coated gold nanorods were synthesized using a seed-mediated, surfactant-

assisted growth method in a two-step procedure [226-228]. Hereafter, we call these gold 

nanorods GNR754. Figure 7.1 (a) shows a TEM image of synthesized gold nanorods that 

have an average aspect ratio of 3.4 ± 0.6. Figure 7.1 (b) shows that the longitudinal 

plasmon mode of these nanorods is centered at 754 nm. To functionalize the GNR754 

gold nanorods, the positive surface potential was converted to a negative surface potential 

by coating the CTAB with polystyrene sulfonate. We used anti-EGFR antibody (clone 

29.1, Sigma) for targeting to EGFR. For the control, a nonspecific antibody was used in 

place of the anti-EGFR antibody (clone MOPC 21, Sigma). Details of the synthesis and 

functionalization can be found in Durr et al.[92]. 
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7.1.2. PEGylated gold nanorods 

Given the cytotoxicity of CTAB surfactant coating (which is addressed in Section 

7.6), we also explored labeling with a more biocompatible coating. We used the PEG 

coated sample studied in Chapter 6 (GNR808p). This sample consists of 39 ± 6 nm x 9 ± 

1 nm gold nanorods, with a neutravidin-terminated PEG coating [Figure 6.1 (e)]. The 

exact size the PEG used in the CTAB dialysis is a trade secret, but the manufacturer did 

specify that it is less than 5 kDa. Our stock solution for labeling had an optical density of 

56 at 808 nm, and a specified concentration of 3.3 × 10
13

 nanorods per mL. Based on our 

 
Figure 7.1: Properties of the CTAB-coated gold nanorods used as contrast 

agents.  
(a) TEM image indicate an average length and width of 48.1 x 5.5 nm and 14.3 x 2.2 

nm, respectively. (b) Gold nanorod absorbance in aqueous solution showed a 

longitudinal and latitudinal peak at 754 nm and 520 nm, respectively. 
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characterization, we believe the actual concentration is closer to 1.2 × 10
13

 nanorods per 

mL at an optical density of 56 [Section 6.5]. 

We conjugated the neutravidin functionalized gold nanorods to biotin labeled 

antibodies for EGFR (clone 111.6, MS-378-B0, Thermo Scientific). The density of the 

stock antibody solution was 200 μg/mL and the size of an individual antibody is 145kDa, 

which gives an approximate antibody density of 8.3 × 10
14

 antibodies/mL. We mixed the 

GNR808p, antibody, and 40 mM HEPES solution at a 1:1:4 volume ratio, which results 

in an interaction of ~67 antibodies for every nanorod. The mixture was allowed to 

interact for 20 minutes, and then centrifuged at 2,000 × g for 30 minutes to remove 

unbound antibodies. We performed a second washing step, resuspending the pellet in 2 

mL of 40 mM HEPES, and centrifuging at 2,000 × G for 30 minutes to further remove 

unbound antibodies.  

7.1.3. Nanospheres 

We imaged the 54 ± 5 nm × 44 ± 4 nm nanospheres from Chapter 6 (GNS530) 

labeled to cancer cells by conjugation to EGFR antibodies. 2 mL of the stock GNS530 

solution were centrifuged at 2,000 × G and resuspended in 2 mL of 20 mM HEPES 

buffer. 2 μL anti-EGFR monoclonoal antibodies (clone 225, 1.5 mg/mL, Sigma) were 

suspended in 1.98 mL of 20 mM HEPES buffer. The gold solution was added dropwise 

to the dilute antibody solution while stirring, to allow for an even coating of the 

nanospheres. The mixture was allowed to interact for 45 minutes. 400 μL of 2% PEG was 

added to the mixture for stability. Unbound antibodies were removed by centrifuging at 

300 × G for 45 minutes. This left some nanospheres in solution, but we found that 

centrifuging the nanospheres at greater force led to irreversible agglomeration. The 
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functionalized nanosphere pellet was resuspended in 300 μL DPBS without Ca
2+

 and 

Mg
2+

 and stored at 4° C until use. 

7.2. SAMPLE PREPARATION 

We labeled MDA-MB-468 breast cancer cells and American Type Culture 

Collection ATCC A431 human epidermoid carcinoma cells, both of which are known to 

overexpress EGFR. Cells were cultured in DMEM supplemented with 5-10% Fetal 

Bovine Serum (Sigma) and maintained at 37° C in a humidified 5% CO2 incubator. In 

preparation for labeling, cells were harvested via trypsinization and resuspended in 1x 

PBS. We then mixed the cell solution with varying amounts of functionalized 

nanoparticles and allowed them to interact for 30-45 minutes. We separated unbound 

nanoparticles from labeled cells with centrifugation at 200 × G for 5 minutes. We 

deposited this solution on a #1.5 glass-bottom petri dish and incubated the sample for 

approximately 1 hour for the cells to stabilize on the top of the coverslip.  

7.2.1. Tissue phantoms 

Three-dimensional tissue phantoms were prepared using rat tail collagen as a 

scaffold. Labeled cells were centrifuged at 200 × G for 5 minutes and the resulting pellet 

was resuspended in a buffered collagen solution at a concentration of 7.5 x 10
7
 cells/mL. 

The collagen/cell mixture was pipetted into a 120 m spacer (Molecular Probes) and 

sealed with a coverslip for imaging.  

7.3. IMAGING SYSTEMS 

Imaging was performed on one of two multiphoton microscopes, as indicated in 

each section. We used the upright microscope described in Chapter 3 with the 20x/0.95 

water dipping objective (Olympus) for deep imaging experiments with phantoms. We 
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also used an inverted microscope described in Section 6.6.1 for phantom and single cell 

layer experiments with a high NA objective lens (Zeiss 63x/1.4 and Olympus 40x/1.3) for 

brightness comparison and polarization experiments. Images presented with the Olympus 

objective were also taken with an improved filter set that efficiently passed up to 720 nm 

luminescence to the detector. 

7.4. SINGLE LAYER OF LABELED CANCER CELLS 

7.4.1. Brightness characterization 

Figure 7.2 presents nonlinear images of a single layer of labeled and unlabeled 

cells at 760 nm excitation wavelength. The images demonstrate successful labeling, 

indicating the cellular distribution of EGFR. The unlabeled cells [Figure 7.2 (a)] show a 

relatively uniform distribution of 2PAM signal throughout cellular cytoplasm. No signal 

is associated with the nuclei, which do not have significant concentrations of endogenous 

fluorophores that can be excited in the visible region. In labeled cells [Figure 7.2 (b)], 

bright rings can be seen; this is a characteristic pattern of EGFR labeling and has been 

also reported in confocal reflectance imaging of EGFR using spherical gold nanoparticles 

[71]. The discrete bright spots in the cytoplasm of nanorod-labeled cells are indicative of 

endosomal uptake of EGF receptors labeled with nanorods inside cells. The endosomal 

recycling of EGFR molecules is a normal biological function of living cancer cells.
26, 27

 

MPL images of cells treated with nonspecifically conjugated nanorods shows 

agglomeration of contrast agent and little attachment to cell membranes [Figure 7.2 (d)]. 

Using the same excitation power of 140 W, the two-photon imaging of unlabeled cells 

gave a pure background noise black image [Figure 7.2 (c)].  
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By tuning the wavelength from 710 to 910 nm, it was found that 760 nm 

excitation wavelength yielded the brightest MPL signal from the nanorods as well as the 

brightest 2PAM signal from the cancer cells. This wavelength corresponds to the 

longitudinal plasmon resonance frequency of the nanorods. For the cancer cells, this 

finding is consistent with other reports that show that the biological molecules that are 

 
Figure 7.2: MPL images of GNR754 labeled and unlabeled A431 cancer cells. 

 (a) 2PAM image of unlabeled cells. (b) MPL image of nanorod-labeled cells. 

Imaging required 9 mW of excitation power in unlabeled cells to get same signal 

level obtained with only 140 μW for nanorod labeled cells, indicating that MPL 

from nanorods can be more than 4000 times brighter than 2PAM from intrinsic 

fluorophores. (c) TPI of unlabeled cells at power levels used for labeled imaging 

shows a pure background noise image. (d) MPL image of nonspecifically 

labeled cells. Image was acquired with a 63x/1.4 objective lens. 

c) 
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primarily responsible for the signal in 2PAM imaging (NADH and flavins) have two-

photon cross-sections that increase with decreasing excitation wavelength from 1000 to 

750 nm, and level off around 750 nm[8]. The similarity of the optimal excitation 

wavelengths for both the gold nanorods and cellular autofluorescence allows a 

comparison of the two imaging modalities under identical excitation conditions. We 

found that MPL imaging of nanorod-labeled cells required 64 times less power than 

2PAM imaging of unlabeled cells in order to achieve the similar collected intensity. 

Given the quadratic dependence of emission intensity on the incident power, this 

observation implies that, for equal excitation powers, MPL imaging of nanorod-labeled 

cancer cells can generate more than 4000 times larger emission signal than 2PAM 

imaging of unlabeled cells.  

7.4.2. Signal from nanoparticle agglomerates 

During functionalization, nanoparticle agglomerates are sometimes formed. We 

incorporated a widefield CCD imaging system into our upright microscope to visualize 

sequential images of the same field of view under MPL imaging and white-light 

transmission imaging. We found that large clusters of nanoparticles that are visible under 

white-light illumination are not sources of bright MPL signal. This is likely due to the 

loss of surface plasmon effects as nanorods form very large aggregates. 
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7.4.3. Labeling with PEGylated gold nanorods 

We successfully labeled A468 cancer cells with PEGylated GNR, using sample 

GNR808p. In this set of experiments, we found an even brighter MPL signal from the 

GNRs, as evidenced by the low excitation powers required [Figure 7.4]. Again, we 

 
Figure 7.3: Wide-field white light and MPL images of non-specifically labeled 

GNR754 clusters with cells. 

(a) White-light transmission image of a single layer of non-specifically nanorod 

labeled A431 cells. (b) MPL z-projection image of the same field of view over 

15 μm Δz. (c) Overlap of MPL image on top of white-light transmission image 

with blacker areas of MPL image deleted. (d) Overlap of MPL image on optical 

image, with transparency of MPL image increased to 50%. Time between 

imaging (a) and (b) was roughly 5 minutes, so some cellular movement was 

possible, and movement in the extracellular environment may have been even 

more drastic. Dark black spots appearing in the (a) are aggregated nanorods. 

Note that only a small MPL signal comes from some of the nanorods aggregates, 

and no MPL signal comes from some of the large aggregates.  
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observed no signal from the cell cytoplasm, indicating that the MPL is much brighter 

than any autofluorescence. 

 
Figure 7.4: GNR808p labeling of A468 cancer cells. 
(a) MPL image of A468 cancer cells labeled with PEGylated gold nanorods (GNR808p) 

with 40x/1.3 objective lens at 780 nm excitation. (b) Presentation of data from 21 

images taken at different z positions. Each position is coded by a different color, as 

indicated by the calibration bar, and superimposed. Thus, the blue color is an image 

taken through the middle of the cells, and the purple and red colors are images taken at 

the top and bottom of the cells, respectively. (c) Maximum projection of image stack 

from a second sample imaged at higher excitation power (120 μW). This provided 

higher signal to noise at the expense of saturating the signal from bright GNRs. (d) a 

three dimensional rendering of data from (c). The images here show excellent axial 

resolution is achieved. Field of view is 100 x 100 μm
2
 for all images.  
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7.4.4. Optical properties of labeled gold nanorods 

The increased clustering of GNRs as they bind to EGFR molecules and/or are 

endocytosed will likely affect their nonlinear optical properties [229],[230]. To test this 

hypothesis, we monitored MPL signal as a function of excitation power, polarization, and 

labeling density for A468 cells labeled with GNR808p. We also tested the optical 

properties of individual functionalized gold nanorods deposited on a coverslip as a 

reference. These experiments proved to be challenging because small movements of the 

GNRs in any dimension significantly affect the measurement. Even in the stationary 

sample—the GNRs deposited on a coverslip—we observed small lateral movements in 

the imaging plane in time and as our power attenuator was rotated. To correct for image 

movement, we implemented a Matlab script that tracked particles from one frame to 

another. Each particle was shifted back to its original position and the resulting image 

stack could then be analyzed for response to changes in excitation power and 

polarization. As an example, Figure 7.5 shows images of before and after correction for 

GNR808p deposited on a coverslip. For GNR labeled cells, the movement was even more 

pronounced. We were unable to correct for GNR that moved in the axial direction 

because we kept at one imaging plane throughout each experiment. 
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Dependence of MPL on excitation fluence 

We examined the dependence of MPL signal as a function of power on both 

GNR-labeled cells and GNRs deposited on a coverslip. Unfortunately, we were unable to 

image at the low fluences studied in Chapter 6, where we saw saturation effects above 

peak intensities of 300 MW/cm
2
. The setup in Chapter 6 allowed for more sensitive 

imaging because we used a large focal spot and simultaneously sampled many 

nanoparticles, whereas in this chapter, we aim to achieve high resolution images of gold 

nanoparticle labeled samples. Thus we expect that in the regimes probed here, we are 

saturating the signal from the nanorods. 

We demonstrate MPL from GNR808p on a coverslip and labeled to cells in 

Figure 7.6. As expected, we see a smaller order nonlinear dependence than observed at 

the lower Ip probed in Chapter 6. Nonetheless, we can make two important observations 

 
Figure 7.5: Sample movement correction algorithm. 
Top: color images representing different excitation powers. Bottom Left: merge of all 

the images taken at different powers. The smearing of the colors demonstrates that the 

image moves slightly relative to the sample as the excitation power is changed. Bottom 

Right: After correcting for sample movement, our data stacks show much less particle 

movement. 



 166 

with the experiments presented here: (1) we observe irreversible photodamage (possibly 

due to melting, ablation, and electron emission), evidenced by the MPL signal failing to 

return to the original value after raising and lowering the fluence, and (2) there is a clear 

nonlinear dependence of MPL on excitation power.  

 
Figure 7.6: MPL vs. Ip for GNR808p on a coverslip and labeled to cells. 
(a) and (b): GNR808p deposited on coverslip. (c) and (d): GNR808p labeled to cells. 

All power sweeps are normalized to an MPL of one at first measurement. (b), (c), and 

(d), are shifted to more easily view on this plot by multiplying by 0.1, 0.01, and 0.001, 

respectively. Thick colored lines are average MPL signal for each power point. Thick 

dotted lines are linear best fit with slope indicated by m. Though we only observed 

appreciable signal above the saturation thresholds found in Chapter 6, we observe a 

nonlinear dependence of MPL on excitation power for GNR. We also observe 

irreversible photodamage, as the MPL measured after the power sweep was always 

lower than the starting point. 
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Dependence of MPL on excitation polarization 

We examined the MPL dependence of gold nanorods labeled co cancer cells on 

excitation polarization in the same way as on the coverslip in Section 6.6.6 [Figure 7.7]. 

As expected, we see a weaker polarization dependence when gold nanorods are labeled to 

cancer cells because there is more likely to be clusters [229],[230]. Also, unlike gold 

nanorods dried on a coverslip, where the geometery is restricted to one degree of 

freedom, labeled gold nanorods are expected to be oriented more isotropically in three 

dimensions.  

7.5. GNP-LABELED TISSUE PHANTOMS 

To test the imaging ability of MPL deep into tissue, we imaged cancer cells 

embedded in a collagen matrix that mimics the epithelium tissue. Figure 7.8 compares 

MPL and 2PAM images of cancer cells obtained at different depths. To avoid delivery of 

large powers at deep levels, we increased our PMT gain and reduced imaging power 

 
Figure 7.7: Polarization dependence of GNR808p labeled to cells. 
Same experiment as in Figure 6.19, but with nanorods labeled to cancer cells instead of 

on a coverslip. Note the error bars are much larger in this case, indicating a significant 

number of spots that do not exhibit polarization dependence. This is expected, since 

labeled nanorods are expected to exhibit more aggregation, are oriented in an extra 

dimension (GNR on a coverslip are not isotropically oriented), and experience more 

sample movement. 
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compared to the configuration in single cell layer imaging. The high gain allowed 

imaging at ten times less power than the single layer cell experiments. To maintain a 

constant detected intensity throughout the phantoms, a 26% power increase was required 

for each 20 m increase in imaging depth. This is consistent with the predicted influence 

of GNR labeling on the bulk tissue optical properties discussed in Section 6.4.2. For 

2PAM and MPL imaging, the excitation power was increased from 0.9 to 1.8 mW and 

from 35 to 70 W, respectively. The excitation power ratio of 26 between the two 

imaging modalities indicates 675 times brighter MPL than 2PAM.  

To increase imaging depth, we imaged labeled cancer cell phantoms in the upright 

MPM with a water dipping objective lens. Figure 5 shows MPL images obtained down to 

200 m deep using the upright system. With this system, we are able to image in excess 

of 150 m deep with sub-cellular resolution. Similar aberrations to those that occur with 

 
Figure 7.8: 2PAM and MPL images of tissue phantom. 

Two-photon imaging of cancer cells embedded in a collagen matrix at 

increasing depths. (a) 2PAM imaging of unlabeled cells and (b) MPL imaging of 

nanorod-labeled cells. Both samples required the same excitation power increase 

of 26% at each 20 μm depth increment to maintain constant emission intensity. 
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the oil immersion lens are observed but the onset of these aberrations occur at 

approximately twice the depth. The power increase necessary to obtain similar collected 

signal as imaging depth was increased was not a smooth exponential function, as 

observed with the oil immersion objective. This could be due to the signal degradation 

being simultaneously dependent on multiple factors such as excitation light attenuation 

due to scattering, as well as optical aberrations. From the XZ image shown in Figure 6, 

we can see that the point spread function become drastically larger, especially in the axial 

direction, at depths greater than 150 m.  
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In order to obtain similar emission signal in the upright setup as we measure in 

the inverted setup, it is necessary to use an order of magnitude more excitation power. 

This power increase is partially due to the increased spot size and thus decreased 

irradiance at the imaging plane resulting from the lower numerical aperture objective 

used in the upright setup, as well as the reduced collection efficiency of the upright 

 
Figure 7.9: Deep MPL imaging in tissue phantom. 
(a) Lateral images at increasing imaging depths. (b) Reconstructed cross section shows 

resolution gradually decreasing with larger imaging depths. Imaging tissue phantoms 

with a water-immersion rather than oil objective lens results in less spherical 

aberrations and allows for deeper imaging. Here imaging is demonstrated 

approximately twice as deep as in Figure 7.8.  
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system resulting from the large back aperture of the water immersion objective. The 

measured lateral spot size of the upright setup was approximately 2.2x larger in area than 

in the inverted setup. With additional optimization of the collection optics, it will be 

possible to further improve the upright MPM collection efficiency.  

7.6. BIOCOMPATIBILITY 

CTAB is known to be cytotoxic at the concentrations used in nanorod labeling, 

raising concerns about the in vivo use of nanorods for molecular imaging 

[231],[222],[232],[233]. However, CTAB can be exchanged with PEG, a much more 

biocompatible material, in a dialysis reaction [234]. We conducted a preliminary test of 

the biocompatibility of gold nanospheres (GNS530), CTAB-coated gold nanorods 

(GNR780), and PEGylated gold nanorods (GNR808p) by using an MTT assay (Promega 

CellTiter Aqueous One kit). We used this assay to quantify the proliferation of A468 

cancer cells when incubated with these three particle types at different concentrations for 

24 and 48 hours. At each time point, the density of cells incubated with each solution was 

compared to the density of cells incubated in DMEM supplemented with 5-10% Fetal 

Bovine Serum (Sigma). Cells were incubated at 37° C in a humidified 5% CO2 incubator. 

Concentrations in the 100 pM range are generally sufficient for dense labeling of cancer 

cells. We tested incubation with concentrations of 4 to 4,000 pM of each nanoparticle 

sample [Figure 7.10]. Gold nanospheres showed no significant cytotoxic effects at either 

timepoint. We found that the CTAB-coated GNR780 sample at concentrations equal to 

and above 400 pM exhibited significant cytoxicity within 24 hours of application to 

human cancer cells. After 48 hours of incubation, even GNR780 concentrations of low as 

40 pM, began to show some cytotoxic effects. On the other hand, PEGylated gold 

nanorods showed very little cytotoxic effects at all concentrations after 24 hours of 
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incubation, and only a small effect on cell proliferation after 48 hours at concentration of 

4,000 pM.  

Rayavarapu et al. recently conducted a similar assay and found 100% cell death 

from four different types of cells incubated gold nanorods for 24 hours at all tested 

concentrations of CTAB coated gold nanorods, down to 0.1 pM[235]. Our results find no 

observed cytotoxicity at this level, perhaps due to different amounts of free CTAB in the 

gold nanorod solutions. In sequential wash cycles, as the concentration of free CTAB 

decreases, the gold nanorods begin to irreversibly agglomerate. Thus it is advantageous to 

maintain surplus CTAB in the gold nanorod solution. Generally, the particle 

concentrations are well characterized and reported, but most studies to not quantify the 

absolute concentration of CTAB in the gold nanorod solutions. It is possible that if 

Rayavarapu et al. would have further washed their gold nanorods to eliminate excess 

CTAB, they would have observed reduced cytotoxicity. They also found that PEGylated 

gold nanorods exhibit much less cytotoxicity, up to 200 pM, consistent with our results. 
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Figure 7.10: MTT assay after incubation with GNS, GNR, and GNRp 
We incubated A468 cancer cells with 4 pM to 4 nM of gold nanospheres (GNS530), 

CTAB coated gold nanorods (GNR780), and PEGylated gold nanorods (GNR808p) for 

24 hours and 48 hours. While the CTAB coated nanorods exhibited strong cytotoxicity 

above 0.4 nM, the PEGylation is shown to drastically reduce cell death. 
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Chapter 8  
Conclusions and future directions 

This dissertation addressed two aspects in which nonlinear microscopy can be 

extended towards clinical use—optimizing and understanding the limits of 2PAM 

imaging depths in epithelial tissues, and the use of extremely bright plasmonic nonlinear 

contrast agents for molecularly specific imaging of cancer cells.  

We found that 2PAM imaging could be performed down to approximately 320 

μm deep in a healthy human skin biopsy before the contrast was degraded to below one, 

presumably by out-of-focus fluorescence generation. This result was corroborated by 

tissue phantom experiments and a Monte Carlo model. As previous 2PAM studies in 

mammalian skin have been limited to imaging depths of less than approximately 150 μm 

deep, this represents a significant improvement in imaging depth capabilities. Our 

measured maximum imaging depth is significantly less than that obtained in stained brain 

tissue, even when the imaging depth is normalized by the different scattering lengths used 

[11],[236]. Through Monte Carlo models and tissue phantoms, we demonstrate that the 

origins for this difference are: (1) the maximum imaging depth does not scale linearly 

with scattering length, and (2) the staining inhomogeneity is two orders of magnitude less 

in 2PAM of epithelial tissues than typically encountered in two-photon imaging of 

stained brain tissue. Fortunately, an imaging depth of 320 μm is still useful for probing 

epithelial tissue disease[237]. Though 2PAM might not reach the stratum basale in some 

cases, the majority of human epithelial tissues are less than a few hundred microns thick.  

Still, there are several ways to improve the maximum 2PAM imaging depth. 

Spherical aberrations due to refractive index mismatch can significantly degrade the spot 

size in nonlinear imaging. Though we verified no significant aberrations were present in 

tissue phantom experiments, the slightly larger imaging depths achieved in tissue 
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phantoms than in the biopsy may be explained by appreciable specimen-induced 

aberrations by the biopsy. Future studies could use an objective lens with a correction 

collar compensate for spherical aberrations to mitigate these effects, possibly moderately 

increasing the maximum imaging depth in biopsies. 

Alternative approaches to conventional two-photon microscopy show some 

promise for reducing contributions of out-of-focus fluorescence. Temporal 

focusing[163],[164], differential aberration imaging[165], optical clearing[166],[167], 

and spatial filtering[11],[168] could all potentially increase maximum imaging depth. 

Though these methods have shown the potential for increasing imaging depth, currently 

each has only been demonstrated as a proof-of-concept for deep nonlinear imaging; larger 

maximum imaging depths are generally reported using conventional two-photon 

microscopes. Expected gains in imaging depths using these methods are approximately 

0.5-1.0 mean free scattering length, and it is debatable whether the increased complexity 

in implementing any of these methods is worth the additional ~ 50 μm in maximum 

imaging depth one might achieve in epithelial tissues.  

In the second part of this dissertation, we demonstrated the use of gold 

nanoparticles for bright, molecularly specific imaging of cancer cells. Interestingly, we 

found a deviation from the inverse relation of gold nanoparticle MPL on pulse duration. 

This provides evidence that the mechanism of absorption in MPL is a sequential rather 

than simultaneous one. We observed effective two-photon action cross sections that were 

an order of magnitude larger than that reported from any previously reported particle, 

including quantum dots. However, normalizing for the large size of gold nanoparticles, 

we find that the luminescence generated per volume of particle is only slightly larger than 

that from the brightest quantum dots. Still, in cases where the density of antigens is 

limited, gold nanoparticles likely provide a more appealing option than quantum dots, 
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because in addition to being dimmer than gold nanoparticles, quantum dots are also well-

known to be cytotoxic. An additional advantage of nonlinear imaging with nanoparticles 

compared to quantum dots is that although quantum dots are generally limited to one 

emission photon per particle per excitation pulse, based on the large number of free 

electrons in gold nanoparticles, it is likely that gold nanoparticles can produce more than 

one emission photon per excitation pulse. 

The origin of the enhanced nonlinear luminescence from gold nanoparticles is still 

poorly understood. Though recent results, included those from this dissertation, point to 

sequential absorption as the mechanism for MPL, the role of the plasmon resonance in 

increasing MPL has only been described empirically[89], and is a poor match to ours and 

others[193] observed σTPA spectra. Currently, there is no accurate model to reconcile the 

disparate atomic model, from which MPL can be described as emission close to the 

symmetry points in the Brillouin zone of gold, and the classical picture, where the 

spectral dependency of the plasmon resonance is weakly correlated to enhanced MPL 

signal. With improved understanding the mechanisms of MPL, better particle geometries 

and compositions can be engineered.  

We only tested commonly synthesized (and now commercially available) particle 

geometries, but future studies characterizing MPL from nanorice[238], nanostars[239], 

and silver nanorods[227] could yield even brighter nonlinear contrast agents because of 

the sharp tips and large simulated near-field enhancements. In engineering gold 

nanoparticles specifically for nonlinear imaging, it would be advantageous to create 

particles with SPR peaks even further into the NIR region. For instance, at 1350 nm, 

excitation light may penetrate even deeper into epithelial tissues. In moving to larger 

excitation wavelengths, the disadvantage in the increased spotsize will likely be 

outweighed by the increase in maximum imaging depth[170]. 



 177 

To achieve molecularly specific nonlinear imaging of tissues with plasmonic 

contrast agents, several challenges remain. The biggest disadvantage of using gold 

nanoparticles as contrast agents is likely their large size. Though some groups have had 

success in the topical application of gold nanoparticles (notably, by using permeation 

enhancers, such as chitosan[229],[240]), the delivery of gold nanoparticles, which are 

orders of magnitude larger than molecular fluorophores, remains a challenge. 

Additionally, more detailed studies exploring the biodistribution and clearance of gold 

particles are necessary to understand the true biocompatibility of this class of contrast 

agents. 

The melting of gold nanoparticles has been thoroughly characterized in previous 

studies, both experimentally[241],[242] and theoretically[243]. In nonlinear imaging, 

where high intensities are necessary to generate appreciable signal, care must be taken to 

stay below the particle damage threshold. It is possible that one may tune the excitation 

wavelength for a compromise between minimizing linear absorbance of light and 

maximizing the effective σTPA value. For our experiments, we found irreversible 

photodamage could largely be avoided by using sub-mW excitation powers, and 

typically, we could image with one order of magnitude lower intensity below the melting 

threshold. However, for deep imaging, melting could become more problematic, as more 

luminescence must be generated at the imaging plane to compensate from increasing 

losses in collection efficiency. 

There are a few notable promising applications of gold nanoparticles as nonlinear 

contrast agents worth reiterating. The large size of gold nanoparticles, which makes 

delivery and clearance challenging, can actually be advantageous in killing cancer 

cells[78]. Because of the ―leaky vasculature‖ phenomenon, their large size may even be 

beneficial in preferentially heating tumors[80]. Furthermore, gold nanoparticles can be 
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combined as a therapeutic and diagnostic (―theragnostic‖) contrast agent, or nonlinear 

imaging can be used to understand the distribution of nanoparticle therapeutic agents 

[93]. Finally, the large brightness of gold nanoparticles can enable molecularly specific 

imaging in systems with poor collection efficiencies and/or limited excitation fluence, 

such as that typically found in nonlinear endoscopic probes[12-15]. 
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	The measured absorbance had significantly broader bandwidth than that of a single gold nanorod due to the size distribution of the sample. Summing the contributions of the mean-sized gold nanorod (DDA Mean GNR), weighted by 0.65, a single gold nanorod...

	Table 6.2: Calculated linear absorption and scattering cross sections.
	DDA and Mie calculations provide the cross sections of each particle sample with an average size from Table 6.1 at the peak absorbance wavelength and at 780 nm (DDA calculations were performed by R.K. Harrison). The peak absorbance from the simulated ...



	6.4.2. Absorption and scattering coefficients

	6.5. Calculation of nanoparticle concentrations
	Table 6.3: Nanoparticle molar extinction coefficients and concentrations.
	Comparison of peak extinction coefficients and resulting concentrations from Nanopartz (ϵspec, Cspec), reports in previous literature for similar particles (ϵlit, Clit), and our characterization (ϵmodel, Cmodel). Concentrations are calculated from sol...


	6.6. Nonlinear luminescence properties
	6.6.1. Experimental setup
	Figure 6.6: Nonlinear optical properties experimental setup.
	The linearly polarized, ultrashort pulses from the excitation source (Mai Tai) are attenuated with a pair of half wave plate (HWP) and polarizing beam cubes (PBC). Depending on the desired configuration, the excitation light can then be directed strai...

	Excitation source and power attenuator
	Pulse stretcher/compressor and autocorrelator
	Figure 6.7: Focal plane pulse duration as a function of stretcher position.
	The change in measured pulse duration, τp, was nearly linear with stretcher position, s. The zero GDD position is 25.5 cm. Below this point, the stretcher imparts negative GDD on the pulse, while sliding the stretcher above this point adds positive GD...


	Laser scanning microscope
	Sample
	Spectrometer/PMT
	Figure 6.8: Spectrometer system response and calibration.
	The spectral system response of the objective, dichroic mirror, and excitation filters was determined using a NIST-traceable lamp. The actual spectrum of this lamp is plotted from the specifications, the measured spectrum was taken with the lamp place...



	6.6.2. Spectral features of nanoparticle luminescence
	Figure 6.9: Spectral features of MPL in nanospheres and nanorods
	Normalized MPL of nanospheres and nanorods illuminated with 780 nm excitation light (panels (a) and (c), respectively) and 880 nm excitation light (panels (b) and (d), respectively). Note that maximum MPL counts are normalized to 1, i.e. the relative ...


	6.6.3. Dependence of MPL on excitation intensity
	Figure 6.10: Nonlinear emission profile of fluorescein
	25 μM fluorescein at λx = 780 nm, τp = 250 fs. (a) Emission counts versus wavelength for exponentially increasing peak intensity, Ip, from 34 MW/cm2 to 700 MW/cm2 (30 μW to 614 μW average power). (b) Same data as (a), but plotted on logarithmic scale....

	Figure 6.11: Nonlinear emission profile of GNR780
	1 pM GNR780 at λx = 780 nm, τp = 250 fs. Same format as Figure 6.10. We observe higher order nonlinearity at lower luminescence wavelengths. Saturation can be observed at excitation intensities above ~ 300 MW/cm2 (d-f).

	Figure 6.12: Measured slope vs. λx for fluorescein and nanoparticle samples.
	While fluorescein gave a constant quadratic dependence of luminescence on excitation power, our gold nanoparticle samples exhibited a more complicated relationship. One trend observed over all nanoparticle samples and excitation wavelengths was that t...

	Figure 6.13: MPL vs. average excitation power for GNR780 detected with PMT.
	We used a PMT for MPL detection with 15 to 800 MW/cm2 peak intensity, with various bandpass filters. We observed the similar dependencies found with the spectrometer as the detector. Excitation wavelength was 780 nm and the pulse duration was 250 fs.

	Figure 6.14: Second harmonic generation signal from 160 nm diameter gold nanospheres.
	Top: Emission was centered at half the excitation wavelength. Bottom: SHG signal increased quadratically with peak excitation intensity. Units of Ip are MW/cm2. No appreciable MPL was observed from this sample.


	6.6.4. Dependence of MPL on pulse duration
	Qualitative description
	Figure 6.15: Band structure of gold near the X and L symmetry points showing sequential one photon absorption.
	One proposed mechanism for MPL in gold is absorption in a two step process: (1) The first photon excites electrons from the sp conduction band below the Fermi energy level (EF) to the sp conduction band above the Fermi energy level via an interband tr...
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	Figure 6.16: MPL vs. excitation intensity and pulse duration for fluorescein and GNR780.
	(a) Luminescence vs. excitation power for given pulse durations in 25 μM fluorescein and 1 nM GNR780. Saturation is observed above 170 μW average power in the GNR780 sample with 250 fs pulse duration. (b) Luminescence vs pulse duration for increasing ...

	Figure 6.17: Comparison of experiment and model for MPL vs τp.
	Luminescence vs pulse duration for Fluorescein, GNR780, and GNS530 at constant average powers of 420, 85, and 500 μW, respectively (dots). Lines are the result of modeling the MPL using Eq. (7.12) and normalizing to match the luminescence values at th...

	Figure 6.18: Nonlinear order observed in GNR780 at λx = 780 nm versus pulse duration.
	We observed increasing contribution of higher order nonlinear effects at longer pulse durations within shorter emission windows. This result is consistent with other findings, which attributed the phenomena to white light supercontinuum generation (WL...

	Figure 6.19: Nonlinear absorption coefficient (β) dependence on pulse duration.
	Using a z-scan technique, β of a thin gold film was observed to linearly increase with pulse duration. Squares are experiments, circles are simulation points, and the line is to guide the eyes. Figure from [209].

	Figure 6.20: Simulated MPL rates vs. pulse duration and excitation power for sequential nonlinear absorption.
	Numerical solutions to sequential absorption with a nonlinear expansion to the cross sections. This model exhibits a deviation from the τp-1 dependence for small τp (a). Using the trend of βeff with pulse duration from previous studies [209], we expec...



	6.6.5. Quantification of two-photon action cross section
	Theoretical development
	Collection efficiency
	Figure 6.21: Determination of effective collection angle.
	Due to refractive index mismatch (air to water), the collection angle of our objective, ,𝜃-𝑁𝐴-𝑒𝑓𝑓., is less than the angular numerical aperture, ,𝜃-𝑁𝐴..

	Table 6.4. Parameters used in calculating absolute emission counts for fluorescein.
	Two-photon action cross sections for fluorescein are from[213].
	Figure 6.22: Measured vs. predicted emission counts of fluorescein.
	The rate of emission photons collected from a fluorescein solution is within a factor of four of that predicted from Eq. (7.23).



	Measurement of the two-photon action cross section by reference standard
	Results
	Figure 6.23: Validation of reference fluorophore technique for calculating σTPA
	Using fluorescein as a reference, the calculated σTPA for a second fluorescein measurement and a rhodamine 6G sample (measured values) compare well to values reported in the literature (actual values). Actual values are from [214].

	Figure 6.24: Measured two-photon action cross sections of gold nanoparticles
	Two-photon action cross sections, σTPA¸ were measured relative to a sample of 25 μM fluorescein in pH 12 buffer. All nanoparticle solutions were used at concentrations necessary to have a peak absorbance of 10. FL: fluorescein, R6G: rhodamine 6G.

	Figure 6.25: Absolute, area-normalized, and volume normalized σTPA of gold nanoparticles
	Gold nanoparticles were 3 to 5 orders of magnitude brighter than fluorescein and rhodamine 6G per particle. But normalized for the physical area of the particles, nanorods are only 1 order of magnitude brighter, and nanospheres are similar brightness ...


	Comparison of σTPA to previous reports

	6.6.6. Polarization dependence
	Setup
	Linear polarization
	Figure 6.26: Dependence of MPL on excitation polarization--GNR780 on coverslip.
	(a) A maximum projection image from a set of 19 MPL images taken at different excitation polarizations at 10  increments. (b) Binary image of particles found in image stack. (c) Measurements from individual particles and best fit cosines. Gray dots an...


	Circular Polarization
	Figure 6.27: Determining orientation of gold nanorods from polarization dependence.
	Images of GNR780 gold nanorods dried on a coverslip under vertical (red), horizontal (green), and circular (blue) polarized light. The three color images are overlayed horizontally offset to visualize the response of the same spot under different pola...
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	7.1. Preparation of contrast agents
	7.1.1. CTAB coated gold nanorods
	Figure 7.1: Properties of the CTAB-coated gold nanorods used as contrast agents.
	(a) TEM image indicate an average length and width of 48.1 x 5.5 nm and 14.3 x 2.2 nm, respectively. (b) Gold nanorod absorbance in aqueous solution showed a longitudinal and latitudinal peak at 754 nm and 520 nm, respectively.
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	7.2. Sample preparation
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	7.3. Imaging systems
	7.4. Single layer of labeled cancer cells
	7.4.1. Brightness characterization
	Figure 7.2: MPL images of GNR754 labeled and unlabeled A431 cancer cells.
	(a) 2PAM image of unlabeled cells. (b) MPL image of nanorod-labeled cells. Imaging required 9 mW of excitation power in unlabeled cells to get same signal level obtained with only 140 μW for nanorod labeled cells, indicating that MPL from nanorods ca...

	7.4.2. Signal from nanoparticle agglomerates
	Figure 7.3: Wide-field white light and MPL images of non-specifically labeled GNR754 clusters with cells.
	(a) White-light transmission image of a single layer of non-specifically nanorod labeled A431 cells. (b) MPL z-projection image of the same field of view over 15 μm Δz. (c) Overlap of MPL image on top of white-light transmission image with blacker are...

	7.4.3. Labeling with PEGylated gold nanorods
	Figure 7.4: GNR808p labeling of A468 cancer cells.
	(a) MPL image of A468 cancer cells labeled with PEGylated gold nanorods (GNR808p) with 40x/1.3 objective lens at 780 nm excitation. (b) Presentation of data from 21 images taken at different z positions. Each position is coded by a different color, as...


	7.4.4. Optical properties of labeled gold nanorods
	Figure 7.5: Sample movement correction algorithm.
	Top: color images representing different excitation powers. Bottom Left: merge of all the images taken at different powers. The smearing of the colors demonstrates that the image moves slightly relative to the sample as the excitation power is changed...

	Dependence of MPL on excitation fluence
	Figure 7.6: MPL vs. Ip for GNR808p on a coverslip and labeled to cells.
	(a) and (b): GNR808p deposited on coverslip. (c) and (d): GNR808p labeled to cells. All power sweeps are normalized to an MPL of one at first measurement. (b), (c), and (d), are shifted to more easily view on this plot by multiplying by 0.1, 0.01, and...


	Dependence of MPL on excitation polarization
	Figure 7.7: Polarization dependence of GNR808p labeled to cells.
	Same experiment as in Figure 6.19, but with nanorods labeled to cancer cells instead of on a coverslip. Note the error bars are much larger in this case, indicating a significant number of spots that do not exhibit polarization dependence. This is exp...




	7.5. GNP-Labeled tissue phantoms
	Figure 7.8: 2PAM and MPL images of tissue phantom.
	Two-photon imaging of cancer cells embedded in a collagen matrix at increasing depths. (a) 2PAM imaging of unlabeled cells and (b) MPL imaging of nanorod-labeled cells. Both samples required the same excitation power increase of 26% at each 20 μm dept...
	Figure 7.9: Deep MPL imaging in tissue phantom.
	(a) Lateral images at increasing imaging depths. (b) Reconstructed cross section shows resolution gradually decreasing with larger imaging depths. Imaging tissue phantoms with a water-immersion rather than oil objective lens results in less spherical ...


	7.6. Biocompatibility
	Figure 7.10: MTT assay after incubation with GNS, GNR, and GNRp
	We incubated A468 cancer cells with 4 pM to 4 nM of gold nanospheres (GNS530), CTAB coated gold nanorods (GNR780), and PEGylated gold nanorods (GNR808p) for 24 hours and 48 hours. While the CTAB coated nanorods exhibited strong cytotoxicity above 0.4 ...
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